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## Introduction

The spontaneous mechanisms behind the sophisticated information processing tasks taking place in the brain has always been a fascinating subject of study, and many of their characteristics are yet to be understood. Starting from the 1940s, this field has developed with the contributions and efforts of an incredibly large variety of scientists [91], ranging from engineers (mainly involved in electronics and robotics), physicists (mainly involved in statistical mechanics and stochastic processes), and mathematicians (mainly working in logics and graph theory), to neurobiologists and cognitive psychologists. Thanks to their work, we now know that the cerebral cortex can be described as a neural network, namely an interconnected web of nerve cells (neurons) transmitting electrical signals. ${ }^{1}$ Indeed, the interest in studying brain functionalities and neural networks is mainly three-fold, depending on the relevant aspects one would like to consider. From the biological side, one aims to understand information processing in real biological nervous tissue. From the technological point of view (mainly conducted by engineers and computer scientists), one would apply the principles of neural functionalities to design "intelligent" systems [132] exhibiting learning capabilities and taking benefits of massive parallel calculus characterizing the brain. Finally, from the perspective of mathematicians and theoretical physicists (which is the one we shall adopt throughout the entire thesis), the challenge is to understand how neural networks (real systems but also artificial models) develop highly non-trivial emergent behaviours (which is the natural object of study of statistical mechanics).

A remarkable feature of neural networks is certainly its adaptibility. From

[^0]one side, we can for example recognize objects even if they are partially visible, deformed or in low visibility conditions. On the other side, our brain system is also able to "re-wire" the nerve fibers in order to bypass damages in specific areas. With these facts in mind and once building blocks (e.g. neurons) of neural systems are understood, the central question in the field is to understand how neural networks self-organize to implement their capabilities. The key point is that these tasks are not operated by the neurons themselves. Indeed they are very simple systems as they can either be active (i.e. produce an electrical signal) or quiescent (i.e. not producing electric signals), hence their state can be mimicked by Boolean variables $0 / 1$ or - in physical jargon - Ising spins $\pm 1$ ). The complexity of tasks which a neural network can accomplish is therefore a result of brain cells interactions. A fundamental step was done by J. Von Neumann [133] in 1957, who proposed that, in view of the large number of interacting neurons $\left(\sim 10^{10}\right.$, each of which communicating with roughly $10^{4}$ colleagues) and the intrinsic stochasticity of neural processes, neural network models and operations has to be described in statistical language. In particular, the theoretical approach that has since then been used, and that we will follow in this thesis, is statistical mechanics. In fact, the general strategy of statistical mechanics is to abandon any (reductionist) ambition to solve models of such systems at the microscopic level of individual elements, and to use the macroscopic vision to derive laws describing the behaviour of a suitably chosen set of global observables. When applied to neural network models, such an approach, which turned out to be very successful to describe the dynamics of particle and matter systems (see e.g. [28, 43, 78]), reveals the possibility to well-describe collective phenomena (e.g. ordered behaviours and phase transitioning), serving as a guide in choosing the macroscopic observables to consider and in establishing the difference between relevant mathematical subtleties and irrelevant ones. However, as in any statistical theory, clean and transparent mathematical laws are expected to emerge only for large (preferably infinitely large) systems.

Once neurophysiologists were able to give a complete description of the neuron's microscopic behaviour (thanks to work of A. Hodgkin and A.F. Huxley [37]), the fact that the macroscopic behaviour of a system may spontaneously show cooperative, emergent properties, actually hidden in its microscopic description (and not directly deducible when looking at its components alone) was definitely appealing in neuroscience. Remarkably, although rather trivial with respect to the overall cerebral functionalities like learning or computation, the neural dynamics (describing the state of a neuron in terms of the state of the neighbouring ones through the so-called activation
function) was found to be particularly apt to a thermodynamic formulation and ultimately to reveal possible emergent capabilities.

It should be stressed that building up such a theory required many concepts and tools originally developed in the field of condensed matter. In fact, theoretical physicists quickly realized that the purely kinetic Hamiltonian, introduced for perfect gases (or Hamiltonian with mild potentials allowing for real gases), is no longer suitable for solids, where atoms do not move freely and the main energy contributions come from potentials. However, as experimentally revealed by crystallography, nuclei are arranged according to regular lattices, hence motivating mathematicians to study periodical structures and help physicists in this modeling, but merging statistical mechanics with lattice theories resulted soon in practically intractable models. ${ }^{1}$ It is just due to an effective shortcut to bypass this problem, namely the so called mean field approximation, that statistical mechanics approached complex systems and, in particular, artificial intelligence, as we will thoroughly see during this thesis.

Let us now address the subject of the thesis more specifically. Artificial Intelligence is trivially intelligence exhibited by machines. It is built along humans' congnition mechanisms, which are basically the mental actions or processes of acquiring knowledge and understanding experience and sensations. Despite we dare to enlarge the following minimal paradigm with the research summarized in the last Chapters of this thesis, at present, the two pillars of the cognitive process are the abilities to learn and retrieve information: one is useless without the other, because there is no reason why we should gather information if there is no way to recall it, and we cannot recover notions if we have not previously learnt them. These two aspects of human cognition have been naturally and successfully implemented into machines.

Some of the disciplines that have been attracted towards the study of Artificial Intelligence, actually specialized in either learning or retrieval: engineering worked mainly on the former and mathematics and theoretical physics most studied the latter. In the last few decades, machine learning has strongly developed and engineers have reached remarkable results (from speech and object recognition, to robot locomotion and computer vision) and it still is a prolific field of research and applications. The most recent advancements have been reached through the evolution of machine learning, commonly called deep learning [83, 115].

[^1]Meanwhile, mathematicians and theoretical physicists worked to reach rigorous results concerning the retrieval of a machine's stored data, and to create a theory that illustrates neural networks behaviour under different conditions [11, 37]. In these theoretical developments, neural models are built over the human brain modules activity scheme and preserve the associative memory property, namely the ability to reconstruct a piece of information, once supplied with solely partial data (much as we do when we recognize a friend by a glance at just a part of its face). In the network model, data is stored in the form of patterns of information, i.e. vectors codifying a particular feature of the memory. For example, a black and white image can be stored as a pattern where each component, that is associated to a pixel in the picture, takes on the value 1 if the pixel white or -1 if the pixel is black.

The prototype example for a vast class of associative memory models is the Hopfield neural network, introduced by J. Hopfield in 1982 [65], see also [67]. It is a network of binary neural units $\sigma_{i} \in\{-1,+1\}$ fully connected by couplings which encode the stored patterns. ${ }^{1}$ When looking at this neural network model from a statistical mechanics point of view, an interesting feature emerges, namely its relationship with two different mean-field Ising-spin models, namely the Curie-Weiss (CW) and the Sherrington-Kirkpatrick (SK) models. The former is a mean-field ferromagnetic model and it represents the archetype of a simple system (i.e. the number of free-energy minima of the system does not scale with the volume $N$ ), while the latter is a meanfield spin-glass [93] and it representes the archetype of a complex system (i.e. the number of free-energy minima does scale with the volume according to a proper function of $N)$. The Hopfield model merges certain characteristics of these limits in such a way that we can read the CW and the SK as its two extremal cases. ${ }^{2}$ As we will see, the mean-field ferromagnetic model can be interpreted as a very basic neural network that can only store one pattern, while the mean-field spin glass represents a system where the stored information is by far too much for the network to be able to recall anything. For these reasons, in neural network literature the Hopfield model is often introduced after the study of these models [11, 37, 102].

What do we know about the standard models of memory behaviour? Mathematicians and theoretical physicists have studied under which conditions this property would emerge, finding that there are two determining factors for the presence of a retrieval phase:

[^2]- The complexity of the patterns: the vector components are taken as either boolean (for example a black and white picture) or real (for example a coloured picture);
- The patterns amount: we quantify this variable in terms of a network capacity $\lambda$, defined as the number of stored patterns $P$ over the number of the available neurons for their handling $N$, i.e. $\lambda \sim P / N$. Network operational modes are historically split into two main categories: the low storage case, when the number of stored patterns grows sublinearly (e.g. logarithmically) with system's size, hence $\lim _{N \rightarrow \infty} \lambda=0$, and the high storage case, if the law describing the growth of the number of patterns is linear with respect to the system volume such that $\lim _{N \rightarrow \infty} \lambda>0 .{ }^{1}$

We will show that, in a low load (this, of course, includes also the case where $P$ is finite), we can always have a retrieval phase, no matter whether patterns are dichotomic or analogical. On the other hand, in the high load regime, if the patterns are Boolean there is a memory loss over a critical $\lambda_{c}$ [13]. Finally, if the representing patterns have real components, there is no hope for recovering information [37]. So, from a theoretical point of view (machine retrieval), working with dichotomic memories is more productive because they are easier to retrieve, but the application results (machine learning) underline the importance of having these patterns to be real-valued variables (for instance, solely the latter allow useful trick as variational principles and calculus in general - helping machine learning; however, it is intuitive that dealing with real number is by far more expensive then with rational forcing machine retrieval). To overcome this flaw, beyond a standard study of the Hopfield model in one of these two extrema (i.e. equipped with Boolean or Gaussian patterns), we will study also an hybrid network, equipped with both the types of storable information (digital and analogical). In this case, we will be able to prove that this (more useful and realistic) network actually shares the same retrieval region of the standard Hopfield model with binary patterns: the critical capacity is smaller, but it does exist. This results confers overall strength to the unifying picture that learning and retrieval are two inseparable aspects of cognition, a - fundamental - picture emerged mathematically clearly just in recent times [21].

In this thesis, we will sensibly enrich the outlined scenario by deepening the potential beneficial role of another state of the network beyond learning

[^3]and retrieving, namely sleeping, in particular:

- Regarding the physical side, the most important result will be by far the discovery that, allowing the network to "sleep", its critical capacity can reach the maximal one, i.e. $\lambda_{c}=1$, as prescribed by Gardner's theory (and we stress that - without sleeping - the network is really far away from this bounds as the standard critical capacity is $\lambda_{c} \sim 0.14$ )! In a nutshell, we will give the associative neural network a daily prescription (that we have called the reiforcement\&removal extension). During its awake state, the network is fed by inputs (i.e. patterns of information) that are stored in an Hebbian fashion, ${ }^{1}$ then, during its sleep, it gets rid off the (combinatorial ${ }^{2}$ ) proliferation of spurious mixtures (unavoidably created as metastable states in the free-energy landscape of the network during the learning stage), and it reinforces the pure ones (makings their free energy minima deeper in this landscape picture). This procedure, remarkably, keeps the learning phase Hebbian in its nature but allows the network to saturate the storage capacity $\lambda$ to its upper bound ${ }^{3}$ for symmetric networks (i.e., $\lambda_{c}=1$ ) [53]. Further, in the retrieval phase of its phase diagram, pure states are global minima up to $\lambda \sim 0.85$ : a much broader range w.r.t. the classical Hopfield counterpart, where they remain global minima solely for $\lambda<0.05)$.
- Regarding the mathematical side, we sensibly extended Guerra's interpolation techniques by adapting them to work with the more challenging models we introduced to account for sleeping in neural networks,. These techniques are basically based on complex statistical mechanical and PDE tools. In particular, statistical mechanics of spin glasses [93] has been playing a primary role in the investigation of neural networks, as for the description of both their learning phase [49, 117] and their retrieval properties [11, 37]. Along the past decades, beyond the bulk of results achieved via the so-called replica-trick [93] (the first celebrated method exploited to tackle these systems as pioneered by Giorgio Parisi), a considerable amount of rigorous results exploiting alterna-

[^4]tive routes (possibly mathematically more transparent) were also developed mainly due to the interpolation techniques by Francesco Guerra (see e.g. $[3,4,10,29,30,32,18,25,24,47,46,126,125,101,102,59,55]$ and references therein). Typically, in our approach, we first obtain new results heuristically with the replica trick, and we then confirm - in any detail - these findings by adapting the interpolation scheme to the case, step by step.

As this is a Ph.D. thesis in (theoretical) physics, beyond the two main routes paved respectively by Parisi and Guerra, particular efforts and care will be spent also to adapt an entirely mechanistic approach to complex systems, and neural networks in particular, the HamiltonJacobi technique (and, more in general, the non-linear PDE theory as a concrete alternative to the standard statistical mechanical approaches). We will show, at first on simple and complex paradigm - as the mean field ferromagnet (i.e. the Curie-Weiss model) and the mean field spin glass (i.e. the Sherrington-Kirkpatrick model), then on harmonic oscillators for learning and retrieval in Artificial Intellicenge (namely the Boltzmann machine for the former and the Hopfield network for the latter), how this technique allows to get an exhaustive picture of the spontaneous information processing skills these network display. Beyond the new results that we will present in this thesis, this observation by itself gives an entire new argument favoring the extensive usage of Theoretical Physics as a methodological guide to understand Artificial Intelligence, a must that our society will have to face in the incoming decade.

The thesis is is split into three main parts:

- Part One (Fundamentals of the required knowledge in Theoretical Phyics), where - once introduced a mandatory know-how (mainly about Statistical Mechanics and Statistical Inference) - we analyze the emerging properties of two archetypes of simple and complex systems (respectively the Curie-Weiss and the Sherrington-Kirkpatrick models);
- Part Two (Fundamental of Artificial Intelligence), where we show, extensively relying upon the concepts exposed in the first part, the state of the art in Neural Networks and Machine Learning (from a statistical mechanical perspective);
- Part Three (Novel results in Artificial Intellicence), where, once highlighted a relation between a larger critical storage capacity for pattern
retrieval with an enhanced skill in avoiding over-fitting during machine learning, we will extensively model sleeping phenomena in these network. In light of the results we will achieve (the saturation of the critical capacity), we will speculate that Cognition could be a composed and dynamical phenomenon shown by neural networks among whose salient ingredients, sleeping must have a weight, as learning and retrieval.

As a final remark, as this is a doctoral thesis in Theoretical Physics, we would like to emphasize that, when trying to enlarge the actual state of the art, we have been entirely driven by the underling Physics. In a nutshell, we proved that, in order to approach the statistical mechanical picture of these models, it can be possible to relate it to a mechanical system obeying an Hamilton-Jacobi evolution. Remarkably, it is just by pursuing this route - an effective Lagrangian mechanics description of these networks - that we naturally discover limitations of the previous framework (i.e. cognition split between just learning and retrieval) and we naturally enlarge such a scheme by introducing also sleeping. This fact highlights once more the importance for such a young discipline as Artificial Intelligence of being built on solid pillars; in these regards, those Theoretical Physics offer have always played a primary role, so we do hope the latter to become the main route in this (or the few) decisive decade(s) of investigation.

Part One: Tools from Theoretical Physics

## Chapter 1

## Statistical Mechanics and Statistical Inference

Statistical mechanics aroused in the last decades of the XIX century thanks to its founding fathers L. Boltzmann, J.C. Maxwell and J.W. Gibbs. Its scope (at that time) was to provide a consistent theoretical background formalizing the already existing empirical thermodynamics, in order to reconcile its noisy and irreversible behaviour with a deterministic and time reversal microscopic dynamics. While trying to get rid of statistical mechanics in just a few words is almost meaningless, its functioning may be summarized via toy-examples. Let us start with a very simple system, e.g. a perfect gas, in which molecules obey a Newton-like microscopic dynamics (without friction - as we are at the molecular level - thus time-reversal). Instead of focusing on each particular particle trajectory to characterize the state of the system, we define order parameters (variables describing the system's behaviour from a macroscopic perspective, e.g. the density) in terms of microscopic variables (the particles belonging to the gas). By averaging their evolution over suitable probability measures and simultaneously imposing minimum energy and maximum entropy principles, it is possible to infer the macroscopic behaviour in agreement with thermodynamics, hence linking the microscopic deterministic and time reversal mechanics with the macroscopic strong dictates stemmed by the second principle (i.e. arrow of time coded in the entropy growth). Despite famous attacks to Boltzmann theorem (e.g. by Zermelo or Poincaré), statistical mechanics was immediately recognized as a deep and powerful bridge between microscopic dynamics of system's constituents and (emergent) macroscopic properties shown by the system itself, as exemplified by the equation of state for perfect gases obtained by considering the Hamiltonian for a single particle accounting for the kinetic contribution only [28, 78].

One step forward beyond the perfect gas, J.D. Van der Waals and J.C. Maxwell in their pioneering works focused on real gases, in which particle interactions were finally considered by introducing a non-zero potential in the microscopic Hamiltonian describing the system. This extension required fifty-years of deep changes in the theoretical physics perspective in order to be able to face new classes of questions. The remarkable reward lies in a theory of phase transitions where the focus is no longer on details regarding the system constituents, but rather on the characteristics of their interactions. Indeed, phase transitions, namely abrupt changes in the macroscopic state of the whole system, are not due to the particular system considered, but are primarily due to the ability of its constituents to perceive interactions over the thermal noise. For instance, when considering a system made of a large number of water molecules, whatever the level of resolution to describe the single molecule (ranging from classical to quantum), by properly varying the external tunable parameters (e.g. the temperature), the system eventually changes its state with a phase transition from liquid to vapor (or solid, depending on parameter values): of course, the same applies generally to liquids.

The fact that the macroscopic behaviour of a system may spontaneously show cooperative, emergent properties (actually hidden in its microscopic description and not directly deducible when looking at its single components) was definitely appealing in neuroscience. In fact, in the 70s, neuronal dynamics along axons, from dendrites to synapses, was already rather clear (see e.g. the celebrated book by Tuckwell [131]) and not much more intricate than circuits that may arise from basic human creativity. In this context, the aptness of a thermodynamic formulation of neural interactions - revealing possible emergent capabilities - was immediately pointed out, despite the route was not clear yet. Indeed, we will try to show in this thesis that one of the main rewards in using statistical mechanics to inspect the spontaneous information processing skills neural networks show is the concept of phase diagram: we will be able to identify, in the space of the tunable parameters of the network (e.g. the level of noise the network is embedded in or the information load of the network, etc.), regions where some emerging skills are available, regions where other behaviours appear and regions where the network no longer works as an information processing system. This is exactly the opposite perspective w.r.t. the extensive empirical trials that constitute nowadays the main route to Machine Learning, as seen from a merely engineering-prone perspective.

Along the same lines, while we will largely rely upon statistical mechanics to paint these phase diagrams, we can also adopt a pure statistical inference
perspective - in order to match our results with those existing in the Engineering Literature where much of the results have been framed in statistical terms: the bridge will be the Maximum Entropy Principle acting as the Roman Giano Bifronte as it can be used to literally ground both statistical mechanics as well as statistical inference, as we will quickly revise in this introductory section. ${ }^{1}$

### 1.1 Statistical mechanics in a teaspoon

This framework requires a probability measure on a given space, that is invariant with respect to the Hamiltonian flow. For a system of $N$ particles this measure can be easily deduced, and it is related to the Hamiltonian function, that we choose to be

$$
H_{N}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2 m} \sum_{i=1}^{N} p_{i}^{2}+\sum_{i \neq j} V\left(q_{i}-q_{j}\right)
$$

where in this generic construction $\boldsymbol{p}=\left(p_{1}, \ldots, p_{N}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{N}\right)$ are the coordinates in the phase space of the system, with $p_{i}$ and $q_{i}$ respectively being the momentum and the position of particle $i$, and $V$ is a potential. Setting these quantities to be in the three-dimensional euclidean space, the state space is $\Omega=\mathbb{R}^{6 N}$. When working on spin or neural networks, the state variable are idealized with Boolean vectors $\boldsymbol{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{N}\right)$, where each $\sigma_{i} \in\{-1,+1\}$ represents the spins orientation (up or down) or the neuron's activity (spiking or not spiking). Here the state space is $\Omega=\{-1,+1\}^{N}$. From now on we will only consider systems with a noisy microscopic behaviour. In this context, we define the entropy functional for the system as the following:

$$
S[\mathcal{P}]=-\int_{\Omega} d x \mathcal{P}(x) \ln \mathcal{P}(x),
$$

with $x=(\boldsymbol{p}, \boldsymbol{q}), \mathcal{P}$ being the probability distribution over the state space $\Omega$. Entropy is by definition the measure of the system disorder. In fact, the smaller is the subset of $\Omega$ on which the density $\mathcal{P}$ is concentrated and the smaller is the measured entropy. However, if the system is described by a probability distribution that is highly concentrated in a small area of the state space it means that the system is actually not that random but is

[^5]rather ordered. For example, if we consider the discrete case with $N$ possible states, the entropy function is described by
\[

$$
\begin{equation*}
S_{N}[\mathcal{P}]=-\sum_{i=1}^{N} \mathcal{P}_{i} \ln \mathcal{P}_{i}, \tag{1.1}
\end{equation*}
$$

\]

with the closure condition

$$
\sum_{i=1}^{N} \mathcal{P}_{i}=1
$$

Let's consider the simple case of

$$
\mathcal{P}_{i}= \begin{cases}\frac{1}{N} & i \leq N, \\ 0 & i>N,\end{cases}
$$

where $\mathcal{P}_{i}$ is the probability that state $i$ is occupied. Then, $S=\ln N$, meaning that the number of configurations in which the system can be found with a considerable probability is $e^{S}$ and thus confirming the meaning of $S$ as a measure of the system disorder.

We now illustrate how expression (1.1) can also be interpreted as the number of system configurations. Let us consider a set of systems (ensemble) made of $N$ identical systems and suppose that each one of them can take on $K$ different possible states. A configuration of this system is given by the numbers $N_{1}, \ldots, N_{K}$, where $N_{i}$ is the number of the systems in the ensemble occupying the $i$-th state. The number of states that satisfy this configuration is given by the multinomial coefficient

$$
\frac{N!}{\prod_{i=1}^{N} N_{i}!}=\mathcal{N}
$$

with the condition that $\sum_{i} N_{i}=N$. Applying Stirling's formula, the entropy $S_{N}$ is $S_{N}=1 / N \ln \mathcal{N}$ following this computation:

$$
\begin{aligned}
\frac{1}{N} \ln \mathcal{N} & =\frac{1}{N}\left(N \ln N-\sum_{i=1}^{K} N_{i} \ln N_{i}\right)=\sum_{i=1}^{K} \frac{N_{i}}{N}\left(\ln N-\ln N_{i}\right)= \\
& =-\sum_{i=1}^{K} \frac{N_{i}}{N} \ln \frac{N_{i}}{N}=-\sum_{i=1}^{K} \mathcal{P}_{i} \ln \mathcal{P}_{i}=S_{N}[\mathcal{P}]
\end{aligned}
$$

in which the probability $\mathcal{P}_{i}$ has been identified with the frequency $N_{i} / N$ thanks to the law of large numbers. Therefore we obtained an interpretation of an ensemble entropy, and it is the one that we will use throughout this thesis: $S$ is proportional to the logarithm of the number of ways that a given configuration can appear.

Remark 1.1. Thanks to the previous definitions and examples, we can conclude that for a smaller entropy we have a system that is concentrated on a small number of states and thus we have more information about it.

Now, we will show how Gibbs measure has the ability of maximizing entropy function. To do this, we consider the evolution of a set of $N$ (a large and fixed number) interacting Hamiltonian systems in thermal equilibrium, meaning that the energy of a generic subsystem $j$ presents small fluctuations on the average value fixed at $E_{j}$. We can say that the ensemble is in thermal equilibrium if every subsystem gives out and receives an equal quantity of energy from the other subsystems. Assuming that we know $E_{N}$, the ensemble's average value of the total energy is given by

$$
E_{N}=\sum_{i=1}^{N} \mathcal{P}_{i} E_{i}
$$

where the sum is carried on all the possible values that can be observed in the ensemble. For simplicity, we shall consider a discrete case in which $E_{j}$ stands in a discrete set $\mathcal{E}_{N}$ and every subsystem of the ensemble takes average energy levels in $\mathcal{E}_{N}$. From the second principle of thermodynamics, we know that the entropy of an isolated system grows as the information decreases while system evolves. Hence, it comes naturally to look for the probability distribution $\mathcal{P}_{j}$ of all the available energy levels that maximize the entropy $S_{N}[\mathcal{P}]$. This distribution exists and it is called the Gibbs measure. The problem can be translated in a mathematical form as

$$
\left\{\begin{array}{l}
\max _{\mathcal{P}_{j}} S_{N}[\mathcal{P}],  \tag{1.2}\\
\sum_{i=1}^{N} \mathcal{P}_{i} E_{i}=E_{N}, \\
\sum_{i=1}^{N} \mathcal{P}_{i}=1
\end{array}\right.
$$

This is a constrained maximization problem, whose solution is obtained by means of Lagrange multipliers, i.e. finding the maximum of the following function

$$
S_{N, \beta, \gamma}[\mathcal{P}]=-\sum_{i} \mathcal{P}_{i} \ln \mathcal{P}_{i}+\beta\left(\sum_{i} \mathcal{P}_{i} E_{i}-E_{N}\right)+\gamma\left(\sum_{i} \mathcal{P}_{i}-1\right)
$$

The solution is quite nice and simple, and reads

$$
\mathcal{P}_{i}=\frac{e^{-\beta E_{i}}}{Z_{N}}
$$

where $Z_{N}=e^{1-\gamma}=\sum_{i} e^{-\beta E_{i}}$ is known as the partition function. The computed values of $\mathcal{P}_{i}$ are in fact maximum points for the entropy. The parameter $\beta$ can be calculated with the following condition:

$$
\frac{1}{Z_{N}} \sum_{i=1}^{N} E_{i} e^{-\beta E_{i}}=E_{N}
$$

from which we can also show why $\beta$ can be interpreted as the inverse of the temperature. To clarify this point, we introduce the function

$$
F_{N}\left(\beta, \mathcal{E}_{N}\right)=\ln Z_{N}
$$

whose associated differential is

$$
\begin{equation*}
d F_{N}=\frac{\partial F_{N}}{\partial \beta} d \beta+\sum_{i=1}^{N} \frac{\partial F_{N}}{\partial E_{i}} d E_{i}=-E_{N} d \beta-\beta \sum_{i=1}^{N} \frac{N_{i}}{N} d E_{i}, \tag{1.3}
\end{equation*}
$$

where we have replaced $\mathcal{P}_{i}$ with the frequency $N_{i} / N$ of the event of having the energy level $E_{i}$ in the ensemble. We can rewrite equation (1.3) as

$$
\begin{equation*}
d\left(F_{N}+E_{N} \beta\right)=\beta\left(d E_{N}-\sum_{i=1}^{N} \frac{N_{i}}{N} d E_{i}\right) \tag{1.4}
\end{equation*}
$$

and give a nice physical interpretation. In fact, if we suppose to work on different ensemble subsystems (e.g. varying their dimension, parameters, etc.), the quantity $\sum_{i} N_{i} / N d E_{i}$ represents the work on the ensemble needed to change the energy levels of the systems and $d E_{N}$ its internal energy variation. Thus, for the first principle of thermodynamics, $d E_{N}-\sum_{i} N_{i} / N d E_{i}$ is nothing but the amount of exchanged heat $d Q_{N}$ between the ensemble and the external environment. Hence, the identification of $\beta=1 / T$, where $T$ it the ensemble temperature, is straightforward since it is the only way to make $\beta d Q_{N}$ exact.

From the second principle of thermodynamics, we know that $d\left(F_{N}+\right.$ $\left.E_{N} / T\right)$ must be the system entropy differential, being $d Q_{N} / T=d S_{N}$. Hence, taking $\beta=1 / T$, we have the free energy of the system:

$$
\begin{equation*}
F_{N}(\beta) \equiv-\frac{1}{\beta} \ln Z_{N}=E_{N}-T S_{N} \tag{1.5}
\end{equation*}
$$

The importance of free energy $F_{N}$ is that it is a state function that can be expressed through the system order parameters.

Remark 1.2. The order parameter values that minimize $F_{N}$ describe the equilibrium states of the system. In fact, minimizing the free energy, they also maximize the system entropy and are fulfilled by the most number of (allowed) microscopic states. Thus, they are the most probable values.

An equivalent way to find the values of $\mathcal{P}_{i}$ that maximize the entropy is based on the search of the free energy $F_{N}$ minima satisfying the conditions in (1.2). Plugging the definitions of entropy (1.1) and average energy into (1.5) and imposing the minimum conditions, we have

$$
\begin{aligned}
& F_{N, \mu}(\beta)=\sum_{i} \mathcal{P}_{i} E_{i}+T \sum_{i} \mathcal{P}_{i} \ln \mathcal{P}_{i}+\mu\left(\sum_{i} \mathcal{P}_{i}-1\right)=0, \\
& \frac{\partial F_{N}}{\partial \mathcal{P}_{i}}(\beta)=E_{i}+T \ln \mathcal{P}_{i}+T+\mu=0 \quad \Rightarrow \quad \mathcal{P}_{i}=e^{-E_{i} / T} \cdot e^{-\mu / T-1}
\end{aligned}
$$

Forcing the normalization on $\mathcal{P}_{i}$, we get $\mu$ such that $e^{-\mu / T-1}=1 /\left\{\sum_{i} e^{-E_{i} / T}\right\} \equiv$ $1 / Z_{N}$, so that $\mathcal{P}_{i}=e^{-E_{i} / T} / Z_{N}$.

From the definitions given above, we can learn the following relations:

$$
\begin{aligned}
F_{N} & =E_{N}-T S_{N}= \\
& =\sum_{i} \mathcal{P}_{i} E_{i}+\left.T \sum_{i} \mathcal{P}_{i} \ln \mathcal{P}_{i}\right|_{\mathcal{P}_{i}=Z_{N}}{ }^{-1} e^{-E_{i} / T}= \\
& =\frac{1}{Z_{N}} \sum_{i} E_{i} e^{-\beta E_{i}}+\frac{T}{Z_{N}} \sum_{i} e^{-\beta E_{i}} \ln \left(\frac{1}{Z_{N}} e^{-\beta E_{i}}\right)=-T \ln Z_{N}, \\
S_{N} & =\beta^{2} \frac{\partial F_{N}}{\partial \beta}, \quad E_{N}=F_{N}+\beta \frac{\partial F_{N}}{\partial \beta} .
\end{aligned}
$$

Ultimately, we will be interested in the thermodynamic limit for the intensive (i.e. normalized to the system size) free energy, referred to as $f(\beta)$ (i.e. we drop the index $N$ ) and to find its minima. Thus

$$
\begin{equation*}
f(\beta) \doteq \lim _{N \rightarrow \infty} \frac{1}{N} F_{N}(\beta)=\lim _{N \rightarrow \infty}-\frac{1}{\beta N} \ln Z_{N} \tag{1.6}
\end{equation*}
$$

Equivalently, we can study the statistical pressure, referred to as $\alpha_{N}(\beta)$ when dealing with a finite system of size $N$, and as $\alpha(\beta)$ when dealing with the thermodynamical limit, that is

$$
\begin{equation*}
\alpha(\beta)=\lim _{N \rightarrow \infty} \alpha_{N}(\beta)=-\beta \lim _{N \rightarrow \infty} \frac{1}{N} F_{N}(\beta)=\lim _{N \rightarrow \infty} \frac{1}{N} \ln Z_{N}(\beta) . \tag{1.7}
\end{equation*}
$$

Once we are able to write explicitly the free energy or the statistical pressure in terms of the system order parameters, we proceed with the calculation of
the state equations for these quantities. This procedure consists in deriving the pressure function with respect to each order parameter in order to find its critical points where we have a minimum (or a maximum in the case we are dealing with the free energy). We obtain a state equation for the order parameters whose solution can be determined either analytically or numerically. Thanks to this procedure, we will be able to trace a phase diagram and analyze potential phase transitions in the so-called thermodynamic limit.

It is time to clarify some points. Firstly, a licit question could be the following: why are we considering the thermodynamic limit when neural networks cannot physically contain infinitely many neurons? Other than obtaining the associative memory characteristic (technically speaking, solely in the thermodynamic limit, neural networks are a form of non-ergodic systems [102], as, along the same reasoning, just in that limit phase transitions do exist [112]), we can also give a merely practical justification: in this limit, most of the probability distributions describing crucial observables (e.g. those pertaining to thermodynamic functions as free energy, energy and entropy) become delta-peaked, thus ultimately allowing an elementary description of the system under study. Finally, we would like to spend some words about phase transitions. We shall refer to this concept whenever we have an order parameter describing the state of the system that, depending on some tunable parameters characterizing the model, changes its value from zero to not-null values (or vice versa). In that value of the tunable parameters, whenever the free energy is continuous and its first derivative with respect to the order parameter investigated is not continuous, we say that we deal with a first order phase transition. On the other side, if the free energy and its first derivative are continuous, but the second derivative is not, we speak of second order phase transition, or criticality, and so on. Once that all the phase transitions have been identified in the space of the tunable parameters, it is possible to trace the phase diagram of the model and start working on another model.

### 1.2 Statistical inference in a nutshell

Following the same attitude of the previous Section, where we forced a deep and complicated discipline in just a few pages, here we address Statistical Inference. In fact, this is another giant field, but we will cover solely one of its many ramification. Namely, this Section deals with a particular application of information theoretic concepts to problems of statistical inference (typically addressed in Machine Learning), that is density estimation for a random variable $X$ (with values $x \in \Omega$ ) which is not completely specified,
in the sense that the full set of probabilities $\left\{\mathcal{P}_{i}, i=1, \ldots, N\right\}$ or, in the case of a continuous random variable, the probability density function $\mathcal{P}(x)$ are unknown. We assume that information about probabilities is available in terms of averages $\left\langle f_{\alpha}(x)\right\rangle$ for a family $\left\{f_{\alpha}\right\}$ of functions of $X$ (e.g. the moments $\mu_{n}=\left\langle x^{n}\right\rangle$ of $X$ ). The task is once more to estimate $\mathcal{P}$ solely on the basis of available information. Remarkably, the method of choice here is again the Maximum Entropy Principle, for density estimation this time, as we briefly revise.

The solution to the problem formulated above, as proposed by Jaynes [72] in the 1950s, is based on the observation that the (Shannon [118]) entropy associated to a random variable $X$, that is

$$
\begin{equation*}
S(X)=-k \sum_{x \in A} \mathcal{P}(x) \ln \mathcal{P}(x) \tag{1.8}
\end{equation*}
$$

describes the average uncertainty about actual outcomes of observations of $X$ (with some normalizing factor $k$ whose knowledge is now inessential), therefore measuring our ignorance about X (see also [37, 85, 136]). According to Jaynes, a consequence of that observation is that the best estimate of a set of probabilities $\{\mathcal{P}(x), x \in A\}$, compatible with the available information, is given by an assignment of probabilities maximizing the entropy - that is, our ignorance about $X$ - subject only to constraints coming from the available information.

One thereby expects to prevent inappropriate implicit assumptions about $X$, involving properties that we have in fact no knowledge of, from sneaking into the probability assignment that is being made. Jaynes prescription thus provides a systematic method of being maximally unbiased in a probability estimate and only using known averages. In order to formulate the solution in detail, we return to the previous convention of making explicit the dependence of the entropy on the distribution $\mathcal{P}$ by using the notation $S[\mathcal{P}]$.

The problem to be solved can now formally be stated as follows. Let $X$ be a random variable, with the set $A$ of possible realizations given. It is assumed that the only information available about the probabilities $\{\mathcal{P}(x), x \in A\}$ is given in terms of a set of averages

$$
\left\langle f_{\alpha}(x)\right\rangle=\sum_{x \in A} \mathcal{P}(x) f_{\alpha}(x)=\bar{f}_{\alpha}, \quad f_{\alpha} \in \mathcal{M}
$$

with $\mathcal{M}=\left\{f_{\alpha}(x)\right\}$ denoting a given family of functions. We stress that this family must always contain the function $f_{0}(x) \equiv 1$, whose trivial average

$$
\left\langle f_{0}(x)\right\rangle=\sum_{x \in A} \mathcal{P}(x)=1,
$$

ensures that $\mathcal{P}(x)$ is a probability and thus $S[\mathcal{P}]$ a real entropy. Denoting $\mathcal{P}^{*}$ as the best estimate of the probability distribution compatible with the above constraints, then it is found according to the following prescription

$$
\begin{equation*}
S\left[\mathcal{P}^{*}\right]=\max _{\mathcal{P}}\{S[\mathcal{P}]\} \quad \text { such that } \quad\left\langle f_{\alpha}(x)\right\rangle=\bar{f}_{\alpha} . \tag{1.9}
\end{equation*}
$$

We will now briefly discuss some prototypical examples to get acquainted with entropy maximization by an inferential perspective.

## - Worst Example: Uniform Distribution

Let us suppose we know nothing about the system under consideration. Then, the only constraint is that $\mathcal{P}^{*}$ is a probability distribution, so that Jaynes criterion turns into the maximization of the functional

$$
S_{0}[\mathcal{P}]=S[\mathcal{P}]+k \lambda_{0}\left(\sum_{x \in A} \mathcal{P}(x)-1\right) .
$$

Then, $\mathcal{P}^{*}$ is obtained with the conditions

$$
\begin{align*}
& \frac{\partial S_{0}[\mathcal{P}]}{\partial \mathcal{P}(x)}=-k \ln \mathcal{P}(x)-k+k \lambda_{0}=0  \tag{1.10}\\
& \frac{\partial S_{0}[\mathcal{P}]}{\partial \lambda_{0}}=k\left(\sum_{x \in A} \mathcal{P}(x)-1\right)=0 \tag{1.11}
\end{align*}
$$

and it is trivial to check that the solution is the uniform distribution (as expected since we have no a priori information on the system).

## - Crucial Example: Gaussian Distribution

Let us suppose now that - as in the standard experimental settings - we can measure the first empirical momenta regarding the system under study, i.e. the mean and the variance. Again, the function to maximize can immediately be written in Lagrangian form as

$$
\begin{align*}
S_{2}[\mathcal{P}] & =S[\mathcal{P}]+k \lambda_{0}\left(\sum_{x \in A} \mathcal{P}(x)-1\right)+k \lambda_{1}\left(\sum_{x \in A} x \mathcal{P}(x)-\mu_{1}\right)  \tag{1.12}\\
& +k \lambda_{2}\left(\sum_{x \in A} \mathcal{P}(x)\left(x-\mu_{1}\right)^{2}-\mu_{2}\right) .
\end{align*}
$$

In a similar fashion as before, $\mathcal{P}^{*}$ is found by solving

$$
\begin{align*}
& \frac{\partial S_{0}[\mathcal{P}]}{\partial \mathcal{P}(x)}=0  \tag{1.13}\\
& \frac{\partial S_{0}[\mathcal{P}]}{\partial \lambda_{s}}=0 \tag{1.14}
\end{align*}
$$

for $s=0,1,2$. It is again trivial - but also crucial - to check that the solution is the Gaussian distribution (as expected since we have information on the mean and the variance of the system under consideration), namely

$$
\mathcal{P}^{*}(x)=\frac{1}{Z} e^{\lambda_{1} x+\lambda_{2} x^{2}}=\frac{1}{Z} e^{-\left(x-\hat{\lambda}_{1}\right)^{2} / 2 \hat{\lambda}_{2}^{2}},
$$

with $\hat{\lambda}_{1}=\mu_{1}$ and $\hat{\lambda}_{2} \equiv \sigma^{2}=\mu_{2}-\mu_{1}^{2}$.
Thus, the Gaussian probability density - apart from its key role in the Central Limit Theorem - enjoys a privileged role also as a maximally unbiased estimator of a probability density function with the only constraints of given first and second moments (or equivalently of given mean and variance).

A final note stressing the overall harmony among the two approaches hereafter summarized, is a tribute to reductionism (leaving criticism to the Conclusions): in Physics, as long as forces are linear, ${ }^{1}$ the Hamiltonian (or energies) are quadratic forms in the microscopic variable (for instance, for a spring whose law is $F=-k x$, as $F=-\partial_{x} E(x)$ the associated energy is $\left.E(x)=k x^{2} / 2\right)$ and, as a sharp consequence of this, the Boltzmann-Gibbs distribution $\propto \exp (-\beta E)$ is a Gaussian (in the microscopic variables $x$ )!

[^6]
## Chapter 2

## Simple systems: the Curie-Weiss paradigm

### 2.1 Generalities

The Curie-Weiss (CW) model is often introduced during the study of standard statistical mechanics, in particular in relation with the Ising model (1920), originally developed to investigate magnetic properties of matter $[28,78]$. Briefly, in the one-dimensional Ising model, each of the $N$ nuclei (labelled with $i$ ) is schematically represented by a spin $\sigma_{i}$ assuming only two values ( $\sigma_{i}=-1$, spin down and $\sigma_{i}=+1$, spin up). Only nearest neighbour spins interact reciprocally with positive (i.e. ferromagnetic) interactions $J_{i, i+1}>0$, hence the Hamiltonian of this system can be written as $H_{N}(\sigma) \propto-\sum_{i}^{N} J_{i, i+1} \sigma_{i} \sigma_{i+1}-h \sum_{i}^{N} \sigma_{i}$, where $h$ tunes the external magnetic field and the minus signs ensure that spins try to align with the external field and to get parallel each other in order to fulfil the minimum energy principle. Clearly, this model can trivially be extended to higher dimensions. However, due to prohibitive difficulties in facing the metric (rather than topological) constraints of considering nearest neighbour interactions only, soon shortcuts were properly implemented to turn around this path. A (actually crucial for Artificial Intelligence) effective simplification in the treatment of the Ising model is the so called "mean field approximation", whose simplified model is termed the Curie-Weiss (CW) model. ${ }^{1}$

[^7]The CW model occupies an important place in statistical mechanics literature and its application to information theory. Indeed, it is a paradigm for simple systems, whose definition (one out of many) is the requirement that its related amount of free energy minima does not scale with the system size $N$ : in particular, the CW free energy presents only two minima, whatever volume of spins $N$ (even if $N \rightarrow \infty$ ). ${ }^{1}$

### 2.2 The mean field ferromagnetic model

Let us start the analysis of the CW model: in this mean field approximation, where each spin interacts with all the other spins in the network (regardless any definition of distance), the finite volume case is defined on a fully connected graph whose nodes host $N$ Ising spins $\sigma_{i} \in\{-1,1\} \forall i=1, \ldots, N$. The interactions are specified with a coupling matrix $\left\{J_{i j}\right\}$ (i.e. the weighted adjacency matrix in a graph theoretical jargon) such that $J_{i j}=J>0$ $\forall i, j=1, \ldots, N$ and $i \neq j$, while the diagonal terms are null. Without loss of generality, we shall assume $J=1$. For simplicity, we will also require that there is no external field acting on the system (as one body terms $\propto \sum_{i} h_{i} \sigma_{i}$ are always mathematically trivial to handle with since their joint probability distribution factorizes over the sites [37]). Therefore, we can give the following

Definition 2.1. The Hamiltonian function $H_{N}(\boldsymbol{\sigma})$ of the mean field ferromagnetic model (CW) is:

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma})=-\frac{1}{N} \sum_{1 \leq i<j \leq N} \sigma_{i} \sigma_{j}=-\frac{1}{2 N} \sum_{i, j=1}^{N} \sigma_{i} \sigma_{j}+\frac{1}{2} \tag{2.1}
\end{equation*}
$$

Remark 2.1. In the last definition, the last term $1 / 2$ can be ignored since it is irrelevant in the thermodynamic limit.
Remark 2.2. From now on, through the whole thesis, we write $\sum_{\boldsymbol{\sigma}}$ intending that the sum is carried over all the possible values that $\boldsymbol{\sigma}$ can take in the configuration space $\Omega=\{-1,+1\}^{N}$.

Definition 2.2. The order parameter for the CW model is the (global) magnetization $m$ defined as

$$
\begin{equation*}
m(\boldsymbol{\sigma}) \equiv m=\frac{1}{N} \sum_{i=1}^{N} \sigma_{i} \in[-1,1] . \tag{2.2}
\end{equation*}
$$

[^8]Using this definition, we can also rewrite the Hamiltonian (2.1) as

$$
H_{N}(m)=-\frac{N}{2} m^{2}
$$

that is clearly minimized for $m^{2}=1$, or equally for $m= \pm 1$. Note further that, as it should, the intensive energy $H_{N} / N$ does not scale with $N$, since $H_{N}(m) \propto N \cdot \operatorname{const}(N)$, where $\operatorname{const}(N)$ means that the quantity is $N$ independent.

Definition 2.3. For a given inverse temperature $\beta=1 / T$, the partition function $Z_{N}(\beta)$ is defined as

$$
\begin{equation*}
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} B_{N}(\beta)=\sum_{\boldsymbol{\sigma}} e^{-\beta H_{N}(\boldsymbol{\sigma})}=\sum_{\boldsymbol{\sigma}} e^{\frac{\beta}{2 N} \sum_{i j} \sigma_{i} \sigma_{j}}, \tag{2.3}
\end{equation*}
$$

where $B_{N}=e^{-\beta H_{N}}$ is the Boltzmann factor.
Definition 2.4. The Gibbs measure $\omega_{N}(\cdot)$ for a generic function $F$ depending on $\boldsymbol{\sigma}$ is

$$
\begin{equation*}
\omega_{N}(F) \doteq \frac{\sum_{\boldsymbol{\sigma}} F(\boldsymbol{\sigma}) B_{N}(\beta)}{\sum_{\boldsymbol{\sigma}} B_{N}(\beta)} \tag{2.4}
\end{equation*}
$$

Definition 2.5. The thermodynamic statistical pressure $\alpha(\beta)=-\beta f(\beta)$ is defined as

$$
\alpha(\beta)=\lim _{N \rightarrow \infty} \alpha_{N}(\beta)=\lim _{N \rightarrow \infty} \frac{1}{N} \ln Z_{N}(\beta),
$$

where, as standard, $f(\beta)=N^{-1}(E-T S)$ is the (intensive) free energy, namely the difference - at given noise level $T$ - between the energy and the entropy related to the system (normalized to the volume).

Following the statistical mechanics approach, we are interested in obtaining an explicit expression for the thermodynamic limit of the (intensive) free energy (or, equivalently, of the pressure function) in terms of the order parameter: by extremizing such an expression w.r.t. the latter, we will access the equation of state of CW model. This equation allows to inspect phase transitions and painting a phase diagram for the model.

We will solve the problem of writing explicitly the thermodynamic pressure function in three ways: the first is the standard determination of an upper and lower bound for the finite volume pressure; the second follows a Guerra's (one-parameter) interpolating procedure (which we will use later on for several times); finally, the third method that is achieved through another Guerra's (two parameters) interpolating scheme, i.e. the Hamilton-Jacobi
formalism. Although the latter method is way more elaborated than necessary for the CW, we give also this method of resolution as a preparatory step to its application to the mean field spin-glass and to mean field neural network. Furthermore, the latter will act as a guide - once facing an AI rationale in the final chapters of this thesis - to suggest us how to overcome the actual state of the art in this formalization of AI.

Overall this chapter is dedicated more to the techniques (at work on the elementary CW model where every stage of calculation is trivial) than to the Physics (that is rather poor and well-known), so to get the reader acquainted with the underlying mathematical methodologies the thesis has been built on.

In general, as a first step (when possible), it is always mandatory to check the existence of the thermodynamic limit for the free energy. Although it is obvious that it would be rather embarrassing speaking about not-existing quantities, we will see that - in general - for neural networks this knowledge is not yet available: let us start addressing this calculation for the CW model.

### 2.3 The thermodynamic limit

As stated above, the first problem one should face is to prove the existence (and possibly the uniqueness) of the limit of the free energy per site when the size of the system goes to infinity. Indeed, in principle this limit could depend on the particular sequence of system sizes chosen to reach the thermodynamic limit, or, even worst, it could oscillate or simply diverge.

As it is well-known, for translational invariant systems with short range interactions the uniqueness is proven by dividing the system into large subsystems: the interaction energy among them is a surface effect, negligible with respect to the bulk energy, so that the free energy per site does not change essentially when the system size is increased [112]. When the model is disordered and finite-dimensional with short range interactions, if the disorder distribution is translational invariant, this approach still works: the subsystems interact weakly, due to the short range character of the potential, and the free energy of the blocks can be approximated as independent identically distributed random variables. Then, the existence of the large $N$ limit of the free energy per site follows from the strong law of large numbers.

When dealing with mean field models, surface terms are actually of the same order as the bulk terms, and the approach outlined above does not work. In this case, the proof of the existence of the thermodynamic limit is based on a smooth interpolation between a large system, made of $N$ spin
sites, and two similar but independent subsystems, made of $N_{1}$ and $N_{2}$ sites respectively, with $N_{1}+N_{2}=N$.

We start by considering the trivial inequality

$$
2 m M-M^{2} \leq m^{2}
$$

holding for any $M \in \mathbb{R}$, which shall be meant as a trial magnetization. Plugging it into the partition function (2.3), we get

$$
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} e^{\frac{\beta N}{2} m^{2}} \geq \sum_{\boldsymbol{\sigma}} e^{\beta m M N} e^{-\frac{1}{2} \beta M^{2} N}
$$

The sum is easy to compute, since the magnetization appears linearly and therefore the sum factorizes over each spin. Physically speaking, we replaced the two-body interaction, which is generally difficult to deal with, with a onebody coupling. Then, we try to compensate this replacement by modulating the field acting on each spin with the help of a trial fixed magnetization $M$ and a correction term quadratic in the latter. The result is the following bound:

$$
\begin{align*}
\frac{1}{N} \ln Z_{N}(\beta) & \geq \frac{1}{N} \ln \sum_{\sigma} e^{\beta M \sum_{i} \sigma_{i}}+\frac{1}{N} \ln e^{-\frac{1}{2} \beta M^{2} N} \geq \\
& \geq \frac{1}{N} \ln \left(\prod_{i=1}^{N} \sum_{\sigma} e^{\beta M \sigma_{i}}\right)-\frac{1}{2} \beta M^{2} \geq  \tag{2.5}\\
& \geq \sup _{M \in[-1,1]}\left\{\ln 2+\ln \cosh (\beta M)-\frac{1}{2} \beta M^{2}\right\},
\end{align*}
$$

holding for any size of the system $N$.
The opposite bound needs a few more steps. Firstly, let us notice that the magnetization $m$ can take only $N+1$ distinct values. Using the trivial identity $\sum_{M} \delta_{m M}=1$, we can therefore split the partition function into sums over configurations with constant magnetization in the following way:

$$
\begin{equation*}
Z_{N}(\beta)=\sum_{\sigma} \sum_{M} \delta_{m M} e^{\frac{1}{2} \beta N m^{2}}, \tag{2.6}
\end{equation*}
$$

where the sum over $M$ is performed over the values $-1,-\frac{N-1}{N}, \ldots, \frac{N-1}{N}, 1$. Now, inside the sum the relation $m=M$ holds, also implying that $m^{2}=$ $2 m M-M^{2}$. Plugging the last equality into equation (2.6) and using the trivial inequality $\delta_{m M} \leq 1$, we get

$$
Z_{N}(\beta) \leq \sum_{M} \sum_{\boldsymbol{\sigma}} e^{\beta N m M} e^{-\frac{1}{2} \beta N M^{2}} .
$$

With the same calculations performed in (2.5), we have the resulting upper bound:

$$
\begin{equation*}
\frac{1}{N} \ln Z_{N}(\beta) \leq \ln \frac{N+1}{N}+\sup _{M \in[-1,1]}\left\{\ln 2+\ln \cosh (\beta M)-\frac{1}{2} \beta M^{2}\right\} . \tag{2.7}
\end{equation*}
$$

The upper (2.7) and lower (2.5) bounds converge to the same value of the pressure per site in the thermodynamic limit.

Let us now move to illustrate the idea behind the (much more general) Guerra and Toninelli interpolative approach to prove the existence of this limit [60]. To do this, we start by dividing the $N$ spin system into two subsystems of $N_{1}$ and $N_{2}$ spins each, with $N=N_{1}+N_{2}$. Denoting by $m_{1}(\boldsymbol{\sigma})$ and $m_{2}(\boldsymbol{\sigma})$ the corresponding magnetizations in the two subsytems, trivially defined as

$$
\begin{align*}
& m_{1}(\boldsymbol{\sigma})=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \sigma_{i},  \tag{2.8}\\
& m_{2}(\boldsymbol{\sigma})=\frac{1}{N_{2}} \sum_{i=N_{1}+1}^{N} \sigma_{i}, \tag{2.9}
\end{align*}
$$

we can easily the global magnetization $m(\boldsymbol{\sigma})$ as a convex linear combination of the two:

$$
\begin{equation*}
m(\boldsymbol{\sigma})=\frac{N_{1}}{N} m_{1}(\boldsymbol{\sigma})+\frac{N_{2}}{N} m_{2}(\boldsymbol{\sigma}) . \tag{2.10}
\end{equation*}
$$

Since the function $x \rightarrow x^{2}$ is convex, we have

$$
\begin{equation*}
Z_{N}(\beta) \leq \sum_{\boldsymbol{\sigma}} \exp \beta\left(N_{1} m_{1}^{2}(\boldsymbol{\sigma})+N_{2} m_{2}^{2}(\boldsymbol{\sigma})\right)=Z_{N_{1}}(\beta) Z_{N_{2}}(\beta), \tag{2.11}
\end{equation*}
$$

hence

$$
\begin{equation*}
N f_{N}(\beta)=-\frac{1}{\beta} \log Z_{N}(\beta) \geq N_{1} f_{N_{1}}(\beta)+N_{2} f_{N_{2}}(\beta) \tag{2.12}
\end{equation*}
$$

This is the well known property of superadditivity of the free energy in the system size. The existence of the limit then follows from standard methods: the only other ingredient for the proof, in a nutshell, is that the free energy is bounded from above uniformly in $N$, which can be easily seen by setting $M=$ 0 in Eq. (2.7), to get $f_{N}(\beta) \leq-\beta^{-1} \log 2$. The property of superadditivity is not only fundamental in proving that the limit exists, but it also implies that the limit equals the $\sup _{N} f_{N}(\beta)$.

Operationally, the strategy is to interpolate between the original system of $N$ spins and the two non-interacting subsystems with respectively $N_{1}$
and $N_{2}$ units, comparing their free energies. To this task we introduce an interpolating parameter $t \in[0,1]$ and an auxiliary partition function

$$
\begin{equation*}
Z_{N}(\beta, t)=\sum_{\boldsymbol{\sigma}} \exp \beta\left(N t J m^{2}(\boldsymbol{\sigma})+N_{1}(1-t) J m_{1}^{2}(\boldsymbol{\sigma})+N_{2}(1-t) J m_{2}^{2}(\boldsymbol{\sigma})\right) \tag{2.13}
\end{equation*}
$$

For the boundary values $t=0,1$, we have

$$
\begin{align*}
-\frac{1}{N \beta} \log Z_{N}(1) & =f_{N}(\beta)  \tag{2.14}\\
-\frac{1}{N \beta} \log Z_{N}(0) & =\frac{N_{1}}{N} f_{N_{1}}(\beta)+\frac{N_{2}}{N} f_{N_{2}}(\beta) \tag{2.15}
\end{align*}
$$

Taking the derivative respect to $t$, we obtain

$$
\begin{equation*}
-\frac{d}{d t} \frac{1}{N \beta} \log Z_{N}(\beta, t)=-\omega_{t}\left(m^{2}(\boldsymbol{\sigma})-\frac{N_{1}}{N} m_{1}^{2}(\boldsymbol{\sigma})-\frac{N_{2}}{N} m_{2}^{2}(\boldsymbol{\sigma})\right) \geq 0 \tag{2.16}
\end{equation*}
$$

where $\omega_{t}(\cdot)$ denotes the Boltzmann-Gibbs thermal average corresponding to the $t$-dependent partition function (2.13). Then, integrating over $t$ between 0 and 1 and recalling the boundary conditions (2.14, 2.15), one finds again the superadditivity property (2.12).

### 2.4 Guerra's Interpolating scheme

Now that we know we are speaking about well defined quantities, in this Section we obtain the pressure density function through a celebrated Guerra's interpolation technique: this exploits the real essence of the mean-field nature of these models as we are interpolating between the original system under consideration (i.e. the CW in the present case) and a one-body model. The terms appearing in the latter will be suggested by the model itself and by the mathematical experience collected in making the calculations tractable.

Given the CW Hamiltonian (2.1) and the related partition function (2.3) we introduce the following generalized partition function

$$
\begin{align*}
Z_{N}(\beta, t) & \doteq \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta t}{2 N} \sum_{i, j=1}^{N} \sigma_{i} \sigma_{j}+(1-t) \psi \sum_{i=1}^{N} \sigma_{i}\right\}=  \tag{2.17}\\
& =\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta t}{2} N m^{2}+(1-t) \psi N m\right\}
\end{align*}
$$

with $m$ defined in $(2.2), t \in[0,1]$ and $\psi \in \mathbb{R}$ is a tunable parameter that we will determine later on. This new generalized partition function is an
interpolation between the two-body interaction, once evaluated at $t=1$, and the much simpler one-body problem, described by $t=0^{1}$. We can then define a generalized pressure $\alpha_{N}(\beta, t)$ as

$$
\alpha_{N}(\beta, t) \doteq \frac{1}{N} \ln Z_{N}(\beta, t),
$$

the Boltzmann factor $B_{N}(t)$ such that $Z_{N}(\beta, t)=\sum_{\boldsymbol{\sigma}} B_{N}(t)$, and the related generalized Gibbs measure $\omega_{t}(\cdot)$ following the analogous definition (2.4). The key observation is enclosed in the next

Proposition 2.1. The statistical pressure for a finite volume $N$ can be written in the following way thanks to the fundamental theorem of calculus:

$$
\begin{equation*}
\alpha_{N}(\beta) \equiv \alpha_{N}(\beta, t=1)=\alpha_{N}(\beta, t=0)+\int_{0}^{1} d s\left[\partial_{t} \alpha_{N}(\beta, t)\right]_{t=s} . \tag{2.18}
\end{equation*}
$$

The computation of each term is quite simple. For the one-body (i.e. $t=0$ ) term we have

$$
\begin{align*}
\alpha_{N}(\beta, t=0) & =\frac{1}{N} \ln Z_{N}(\beta, t=0)=\frac{1}{N} \ln \left(\sum_{\boldsymbol{\sigma}} e^{\psi \sum_{i} \sigma_{i}}\right)= \\
& =\frac{1}{N} \ln \left(\prod_{i=1}^{N} \sum_{\boldsymbol{\sigma}} e^{\psi \sigma_{i}}\right)=\ln 2+\ln \cosh (\psi), \tag{2.19}
\end{align*}
$$

while the derivative in (2.18) is

$$
\begin{align*}
\frac{\partial}{\partial t} \alpha_{N}(t) & =\frac{1}{N} \frac{\partial_{t} Z_{N}(\beta, t)}{Z_{N}(\beta, t)}=\frac{1}{N Z_{N}(\beta, t)}\left[\sum_{\sigma}\left(\frac{\beta N}{2} m^{2}-\psi N m\right) B_{N}(t)\right]= \\
& =\frac{\beta}{2} \omega_{t}\left(m^{2}\right)-\psi \omega_{t}(m) \tag{2.20}
\end{align*}
$$

Now, let us go through the following considerations. We know that the average value of the magnetization exists in the thermodynamic limit. Let us call this value $M \in[-1,+1]$. Then, trivially we have

$$
\begin{equation*}
\omega_{t}\left((m-M)^{2}\right)=\omega_{t}\left(m^{2}\right)+M^{2}-2 M \omega_{t}(m) . \tag{2.21}
\end{equation*}
$$

[^9]Looking back at the final result of equation (2.20), we notice that we can manipulate the expression as follows:

$$
\frac{\beta}{2} \omega_{t}\left(m^{2}\right)-\psi \omega_{t}(m)=\frac{\beta}{2}\left(\omega_{t}\left(m^{2}\right)-\frac{2 \psi}{\beta} \omega_{t}(m)\right) .
$$

Therefore, setting $\psi=\beta M$ and using equation (2.21), we can write a convenient expression for the pressure derivative as

$$
\begin{equation*}
\frac{\partial}{\partial t} \alpha_{N}(\beta, t)=\frac{\beta}{2}\left(\omega_{t}\left(m^{2}\right)-\frac{2 \psi}{\beta} \omega_{t}(m)\right)=\frac{\beta}{2} \omega_{t}\left((m-M)^{2}\right)-\frac{1}{2} \beta M^{2} . \tag{2.22}
\end{equation*}
$$

Finally, plugging the results of equations (2.19) and (2.22) into (2.18), we can state that the pressure function is defined by the next

Theorem 2.1. The infinite volume limit of the the Curie-Weiss statistical pressure $\alpha(\beta)$ can be written in terms of the magnetization as

$$
\begin{equation*}
\alpha_{N}(\beta)=\sup _{M \in[-1,1]}\left\{\ln 2+\ln \cosh (\beta M)-\frac{1}{2} \beta M^{2}+\frac{\beta}{2} \omega\left((m-M)^{2}\right)\right\}, \tag{2.23}
\end{equation*}
$$

where the last term at the r.h.s. of the above expression converges to 0 in the thermodynamic limit (since the order parameter is a self-averaging quantity). The free energy extremization w.r.t. $M$ ensures the requirement of maximum entropy and minimum energy principles, and returns the celebrated self-consistency relation

$$
\begin{equation*}
M=\tanh (\beta M) \tag{2.24}
\end{equation*}
$$

by which the phase diagram of the $C W$ model becomes accessible.

### 2.5 The Hamilton-Jacobi formalism

This next method is not as immediate as the previous one, but it has a much wider range of usage and it is by far conceptually deeper. The approach we want to use is to "extend" the parameter space and investigate which PDEs are obeyed by the model in such a space, in order to inherit the technology for their resolution from classical mechanics. In particular, we want to relate the two-body and one-body interactions with respectively a fictitious time and space coordinates and check if the free energy derivatives w.r.t. spacetime combine as it happens in classical mechanics for the action).

In order to exploit this idea, we give the following

Definition 2.6. The generalized partition function in the Hamilton-Jacobi framework is defined as

$$
Z_{N}(t, x)=\sum_{\boldsymbol{\sigma}} B_{N}(t, x)=\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{t}{2 N} \sum_{i, j=1}^{N} \sigma_{i} \sigma_{j}+x \sum_{i=1}^{N} \sigma_{i}\right\}
$$

in which the exponential is the generalized Boltzmann factor $B_{N}(t, x)$.
With this generalization, the definitions of $\alpha_{N}(t, x)$ and of the Gibbs average $\omega_{t, x}(\cdot)$ naturally follow. Classical statistical mechanics is of course recovered in the free field case by setting $t=\beta$ (or $t=\beta J$ if we work with not-unitary couplings) and $x=\beta h$ (or $x=0$ in case of zero external field). In the same way, the averages $\omega_{t, x}(\cdot)$ will be denoted by $\omega(\cdot)$ whenever evaluated in the sense of statistical mechanics. Let us introduce the following

Definition 2.7. The action $S_{N}(t, x)$ of this mechanical analogy mathematically shares the same structure of the pressure, as it reads

$$
\begin{equation*}
S_{N}(t, x)=-\frac{1}{N} \ln \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{t}{2 N} \sum_{i, j=1}^{N} \sigma_{i} \sigma_{j}+x \sum_{i=1}^{N} \sigma_{i}\right\} \tag{2.25}
\end{equation*}
$$

As anticipated, the variables $t, x$ can be thought of as fictitious time and space coordinates. Moreover, calling $S(t, x)=\lim _{N \rightarrow \infty} S_{N}(t, x)$, we have of course $S(t=\beta, x=0)=\beta f(\beta)=-\alpha(\beta)$.

In order to highlight this approach, we now need to work out the spatial and temporal derivatives of $S_{N}(t, x)$, which read

$$
\begin{aligned}
\frac{\partial S_{N}(t, x)}{\partial t} & =-\frac{1}{2} \omega_{N}\left(m^{2}\right)_{t, x} \\
\frac{\partial S_{N}(t, x)}{\partial x} & =-\omega_{N}(m)_{t, x} \\
\frac{\partial^{2} S_{N}(t, x)}{\partial x^{2}} & =N\left(\omega_{N}\left(m^{2}\right)_{t, x}-\omega_{N}(m)_{t, x}^{2}\right)
\end{aligned}
$$

Following Guerra's prescription [17] and noticing the form of the previous derivatives, it is possible to build a Hamilton-Jacobi equation for $S_{N}(t, x)$ as stated in the next

Proposition 2.2. The pressure of the $C W$ model in statistical mechanics plays the role of the Guerra's action in Lagrangian mechanics. Indeed, it obeys the following Hamilton-Jacobi PDE

$$
\begin{equation*}
\partial_{t} S_{N}(t, x)+\frac{1}{2}\left(\partial_{x} S_{N}(t, x)\right)^{2}+V_{N}(t, x)=0 \tag{2.26}
\end{equation*}
$$

with potential $V_{N}(t, x)=-(1 / 2 N) \partial_{x x}^{2} S_{N}(t, x)=(1 / 2)\left(\omega_{N}\left(m^{2}\right)-\omega_{N}(m)^{2}\right)$.

It is important to stress that, by virtue of the self-average of the order parameter $m$ (i.e. $\left|\omega_{N}\left(m^{2}\right)-\omega_{N}(m)^{2}\right| \rightarrow 0$ for $N \rightarrow \infty$ ), the potential vanishes in the infinite size limit. Therefore, in this Lagrangian mechanistic equivalence, the thermodynamics of the CW model is painted as a free Galilean trajectory.

Moreover, deriving equation (2.26) with respect to the $x$ variable and calling $u_{N}(t, x)=\partial_{x} S_{N}(t, x)=-\omega_{N}(m)$, we get the Burgers equation for the velocity (i.e. the magnetization in the statistical mechanics framework apart the minus sign):

$$
\begin{equation*}
\partial_{t} u_{N}(t, x)+u_{N}(t, x) \partial_{x} u_{N}(t, x)-\frac{1}{2 N} \partial_{x x}^{2} u_{N}(t, x)=0 \tag{2.27}
\end{equation*}
$$

where the viscous term is controlled by the system size. In particular, this equation becomes naturally inviscid in the thermodynamic limit, since $S_{N}(t, x)$ admits the thermodynamic limit thanks to boundaries we have given in Section (2.3). Performing the Cole-Hopf transformation

$$
\begin{equation*}
\Phi_{N}(t, x)=\exp \left\{-N \int d x u_{N}(t, x)\right\}=e^{-N S_{N}(t, x)} \tag{2.28}
\end{equation*}
$$

we derive this last expression with respect to the $t$ variable, we use expression (2.26) and we obtain

$$
\begin{aligned}
\partial_{t} \Phi_{N}(t, x) & =-N \partial_{t} S_{N}(t, x) \cdot \Phi_{N}(t, x)= \\
& =\frac{N}{2}\left(\partial_{x} S_{N}(t, x)\right) \Phi_{N}-\frac{1}{2} \partial_{x x}^{2} S_{N}(t, x) \Phi_{N}(t, x)= \\
& =\frac{1}{2 N} \partial_{x x}^{2} \Phi_{N}(t, x) .
\end{aligned}
$$

Therefore, $\Phi_{N}$ satisfies the heat equation:

$$
\begin{equation*}
\frac{\partial \Phi_{N}(t, x)}{\partial t}-\frac{1}{2 N} \frac{\partial \Phi_{N}(t, x)}{\partial^{2} x}=0 \tag{2.29}
\end{equation*}
$$

with the initial condition

$$
\begin{align*}
\Phi_{N}(0, x) & =e^{-N S_{N}(0, x)}=\exp \left\{\ln \sum_{\sigma} e^{x \sum_{i} \sigma_{i}}\right\}=  \tag{2.30}\\
& =\exp \{N \ln (2 \cosh (x))\},
\end{align*}
$$

The heat equation can be easily solved in the Fourier space, through the Green propagator and the convolution theorem. The Fourier transform $\hat{\Phi}_{N}(t, k)$ of $\Phi_{N}(t, x)$

$$
\begin{equation*}
\hat{\Phi}_{N}(t, k)=\frac{1}{\sqrt{2 \pi}} \int d x e^{-i k x} \Phi_{N}(t, x) \tag{2.31}
\end{equation*}
$$

satisfies the algebraic equation

$$
\partial_{t} \hat{\Phi}_{N}(t, k)+\frac{k^{2}}{2 N} \hat{\Phi}_{N}(t, k)=0
$$

whose solution is

$$
\begin{equation*}
\hat{\Phi}_{N}(t, k)=\hat{\Phi}_{N}(0, k) e^{-\frac{k^{2}}{2 N} t} . \tag{2.32}
\end{equation*}
$$

For the sake of completeness, we shall remind the statement of the convolution theorem:

Theorem 2.2. For two functions $f, g \in \mathcal{L}^{1}\left(\mathbb{R}^{d}\right)$ the following expression subsists:

$$
\mathcal{F}(f * g)=(2 \pi)^{d / 2} \hat{f} \cdot \hat{g},
$$

where $\mathcal{F}$ denotes the Fourier transform.
Thus, in order to write down the solution of the heat equation, it is sufficient to find the function whose Fourier transform is the exponential term in (2.32). It is easy to check that such a function is equal to $\sqrt{(N / t)} e^{-N x^{2} /(2 t)}$ and, in the convolution, it gives us the Green propagator. Therefore, in the original space, the solution of equation (2.29) is simply

$$
\Phi_{N}(t, x)=\int d y G_{t}(x-y) \Phi_{N}(0, y)
$$

where the Green propagator is given by

$$
\begin{equation*}
G_{t}(x)=\sqrt{\frac{N}{2 \pi t}} e^{-N \frac{x^{2}}{2 t}} \tag{2.33}
\end{equation*}
$$

Recalling the relation between $\Phi_{N}$ and $S_{N}$ given in (2.28), and the initial condition (2.30), overall we get

$$
\begin{equation*}
S_{N}(t, x)=-\frac{1}{N} \ln \left(\sqrt{\frac{N}{2 \pi t}} \int d y e^{-N\left(\frac{(x-y)^{2}}{2 t}-\ln 2-\ln \cosh (y)\right)}\right) \tag{2.34}
\end{equation*}
$$

Since the exponent in equation (2.34) is proportional to the volume, for large $N$, we can apply now the saddle point method to get

$$
\begin{aligned}
\alpha(t, x) & =-\lim _{N \rightarrow \infty} S_{N}(t, x)=\sup _{y}\left\{-\frac{(x-y)^{2}}{2 t}+\ln 2+\ln \cosh (y)\right\}= \\
& =-\frac{(x-\hat{y})^{2}}{2 t}+\ln 2+\ln \cosh (\hat{y}),
\end{aligned}
$$

where $\hat{y}$ is the maximizer satisfying the condition

$$
x=\hat{y}-t \tanh (\hat{y})=\hat{y}+u(t, x) t=\hat{y}-\omega(m) t .
$$

The second equality holds because the Burgers equation becomes inviscid in the thermodynamic limit and, for $x=0$ (where statistical mechanics is recovered) the above conidition implies $\hat{y}_{0}=\omega(m) t$, leading to the wellknown Curie-Weiss self-consistency (properly evaluated at $t=\beta$ )

$$
\begin{equation*}
\omega(m)=\tanh (\beta \omega(m)), \tag{2.35}
\end{equation*}
$$

when imposing the extremality condition for the statistical pressure. Therefore, we can state the following

Theorem 2.3. The infinite volume limit of the the Curie-Weiss statistical pressure $\alpha(\beta)$ can be written in terms of the magnetization as the maximal value of

$$
\alpha(\beta)=\sup _{\omega(m)}\left\{\ln 2+\ln \cosh (\beta \omega(m))-\frac{\beta}{2} \omega(m)^{2}\right\} .
$$

The Curie-Weiss model undergoes a phase transition of the second order from an ergodic (paramagnetic) phase to a ferromagnetic one at $\beta=1$ ( $\beta=$ $1 / J$ in case of non-unitary coupling) and an external field $h=0$, with the critical exponent equal to $1 / 2$. Let us show this from equation (2.35): if we expand the hyperbolic tangent close to $\omega(m)=0$, assuming continuity for $m$ (this is justified since the transition is of the second order), we have

$$
\omega(m)=\tanh (\beta \omega(m)) \sim \beta \omega(m)-\frac{(\beta \omega(m))^{3}}{3}
$$

from which one gets

$$
\omega(m)(1-\beta)+\frac{1}{3}(\beta \omega(m))^{3} \sim 0 .
$$

The first solution is trivially $\omega(m)=0$ (which is also the only solution in the ergodic phase) while the other two solutions can be obtained by solving

$$
\omega(m)^{2} \sim \frac{(\beta-1)^{3}}{\beta^{3}} \sim 3\left(1-\frac{1}{\beta}\right)
$$

close to the critical point $\beta=1$, obtaining

$$
\omega(m) \sim(\beta-1)^{1 / 2}
$$

from which we get the critical exponent $\gamma=1 / 2$.

## Chapter 3

## Complex systems: the Sherrington-Kirkpatrick paradigm

Spin glasses, besides constituting "a challenge for mathematician" [127], are among the paradigmatic models in complex systems theory, whose distinctive feature is that the number of free energy minima sensibly grows with the system size $N$. Their fields of applications include optimization theory, computer science, biology, economics etc. $[6,116,130]$ and, last but not least, Artificial Intelligence [49, 11].
The expression spin glass was originally coined to designate some magnetic alloys with a very peculiar behavior, in particular characterized by lack of long-range order and very slow relaxational dynamics at low temperatures. Experimentally, in such alloys one can observe, for example, a non-periodic arrangement of magnetic moments below a critical temperature, and memory effects in susceptibility and residual magnetization. To understand some of these phenomena, Edwards and Anderson (EA) proposed in 1975 an extension of the Ising model in which the interactions between couple of spins are random variables assuming both positive and negative values. The next step was the introduction of a simpler model by Sherrington and Kirkpatrick (SK), i.e. the mean field version [119] of the EA model. Curiously, the title of the paper was "Solvable Model of a Spin-Glass" but, even if the authors using the famous replica trick in the replica symmetric approximation - found an explicit form for the free energy, they realized that their solution was only valid above a certain temperature. The correct answer to the problem was found in the '80s with the seminal works by Parisi [93]. There, the author proposed a formula for the free energy per site in the thermodynamic limit and a description of the pure states of the system. However, a rigorous proof
of the validity of Parisi formula was carried out only some years ago, and it is splitted across two works by Guerra $[25,27]$ and Talagrand $[126,125]$. Apart from a few exceptions [29, 30, 102], most important rigorous results are quite recent. The existence of the thermodynamic limit for the free energy, for example, was proven by Guerra and Toninelli after more than 20 years, in 2002 [60]. The techniques used for these recent breakthroughs, which are mainly based on interpolation, found fruitful applications also in neighboring fields, such as for example optimization problems and diluted spin glasses, finite-range spin glasses, and neural networks $[3,5,8,24,19]$, as we will extensively deepen in this thesis.

### 3.1 Generalities

Spin glasses can be simply defined as magnetic systems with a nonperiodic freezing of the spins at low temperatures. The first experiments which drew some attention to these characteristics were performed on dilute solutions of magnetic transition metal impurities in noble metal hosts. In these systems, the impurity moments produce a magnetic polarization of the host metal conduction electrons, which is positive at some distances and negative at others. Beneath a characteristic temperature, a Mössbauer linesplitting in zero applied field was observed, indicating a local hyperfine field due to local freezing of the magnetic moments. Moreover, the absence of any corresponding magnetic Bragg peak in neutron diffraction demonstrated that the freezing was not periodic. Another sign of this non-ferromagnetic freezing came from earlier measurements of the susceptibility, showing a peak at a similar temperature and therefore highlighting the presence of a phase transition. Other remarkable features, such as preparation-dependence effects and a considerable slowing-down of response to external perturbations, demonstrated the presence of many metastable states in this new low-temperature phase, with significant free energy barriers separating these states. The first historical attempt to produce a theory of the described transition is due to Edwards and Anderson (see e.g. [93, 62, 45]), who proposed a Ising-like Hamiltonian, with the magnetic moments placed on the $N$ sites of a hypercubic lattice, and keeping only a single spin component $\sigma_{i}=\left(\vec{\sigma}_{i}\right)_{z}= \pm 1$ :

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{J})=-\sum_{\langle i, j\rangle} J_{i j} \sigma_{i} \sigma_{j}, \tag{3.1}
\end{equation*}
$$

where the nearest neighbors interactions $J_{i j}$ are random independent and identically distributed variables (Gaussians, for example), with random signs. It is then clear that a key ingredient is disorder: the Hamiltonian depends
not only on the configuration of the system, which we denote by $\boldsymbol{\sigma}$, and possibly on the strength of the external (magnetic) applied fields, but also on some random parameters (usually, the couplings among the elementary degrees of freedom), whose probability distribution is supposed to be known. The random parameters are collectively denoted as "quenched" or "frozen" disorder. From a physical point of view, the word "frozen" means that we are dealing with a disordered system whose impurities have a dynamics which is many orders of magnitude slower than the evolution of the spin degrees of freedom. Therefore, the disorder does not reach thermal equilibrium on the time scales of the spin relaxation and can be considered as fixed (this is somewhat similar to the Born-Oppenheimer adiabatic approximation for dealing with electron and nuclei dynamics in molecular systems). This fact has deep consequences on the way we have to perform the averages over the couplings, compared to the configurations $\boldsymbol{\sigma}$. The second key ingredient,


Figure 3.1: A very simple example of a frustrated system. The spins tend to be parallel when they interact with a positive coupling and antiparallel when the interaction is negative. Obviously, not all the conditions can be met simultaneously, meaning that interaction is frustrated.
strongly related with the disordered nature of such systems, is frustration, i.e., competition between different terms in the Hamiltonian, so that they can not all be minimizied simultaneously. More precisely, a system is said to be frustrated if there exist a loop on which the product of the couplings is negative (see Fig. 3.1). We have seen before (see Sec. 2) how in the CurieWeiss model each spin-spin interaction is minimized when the two spin are parallel, i.e., $\sigma_{i} \sigma_{j}=+1$ for all couples $\langle i, j\rangle$. In that case, there are only two such configurations, one with all the spins equal to +1 , the other with spins -1 , and they are connected by the global spin-flip symmetry $\sigma_{i} \rightarrow-\sigma_{i} \forall i$.

If the couplings $J_{i j}$ have random sign (and possibly modulus), the ground state has a high degeneracy and they are not connected to one another by elementary symmetry transformations. ${ }^{1}$

### 3.2 The mean-field spin glass model

The Edwards-Anderson (EA) model is already somewhat simplified with respect to the actual physical situation: a more realistic model could consider, for instance, interactions $\boldsymbol{J}=\left\{J_{i j}\right\}$ decaying with distance, instead of nearest-neighbors couplings, or Heisenberg spins $\vec{\sigma}_{i}$, with more than one component attached on each site. However, despite its intrinsic limitation, it was already too difficult to be attacked analytically, and suitable approximation schemes were developed. In particular, the most important one (and also the richest in surprises) was the mean-field approximation. In this case, while maintaining the fundamental features of disorder and frustration, the geometrical structure of the lattice is disregarded (as we already discussed for Ising and Curie-Weiss models), allowing for every magnetic moment to interact with all the others, irrespective of the distance. The first model with such requirements was introduced by Sherrington and Kirkpatrick (SK) (see e.g. [93, 62]), whose Hamiltonian is given by the next

Definition 3.1. The mean field spin glass is introduced by the following Sherrington-Kirkpatrick Hamiltonian

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid h ; \boldsymbol{J})=-\frac{1}{\sqrt{N}} \sum_{1 \leq i<j \leq N} J_{i j} \sigma_{i} \sigma_{j}-h \sum_{1 \leq i \leq N} \sigma_{i} \tag{3.2}
\end{equation*}
$$

where the first term at the r.h.s. is a long range random two-body interaction, while the second one represents the interaction of the spins with an homogeneous magnetic field $h$. In the following, we will often consider the zero external field case, denoting the Hamiltonian simply with $H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{J})$. The $N(N-1) / 2$ couplings $J_{i j}$ are assumed to be centered unit Gaussians, so that, denoting with $\mathbb{E}$ the average on disorder, we have

$$
\mathbb{E} J_{i j}=0 \quad \text { and } \quad \mathbb{E} J_{i j}^{2}=1
$$

Note that this choice of the coupling is a matter of convenience: in fact spin glasses share the universality property [33], that guarantees that any other symmetric probability distribution with finite moments could be chosen for $J_{i j}$ without modifying the free energy of the system, apart from error

[^10]terms vanishing in the thermodynamic limit.
The case $J_{i j}= \pm 1$ with equal probability $1 / 2$, for instance, is often considered in the literature. The normalization factor $1 / \sqrt{N}$ guarantees that energy, entropy and free energy density do not scale with $N$ in the thermodynamic limit, as they should. One may point out that, in the Curie-Weiss model, the normalizing factor is stronger (namely $1 / N$, to be compared with $1 / N^{1 / 2}$ ), but - in the SK case - the random signs of the couplings $J_{i j}$ produce cancellations among the many terms of the Hamiltonian $H_{N}$. The correctness of this choice can be easily understood by checking the linear extensivity of the (extensive) expectation value for the internal energy of the model: this can be done elementary by considering a duplicated system with configurations $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$, but with the same disorder (i.e. identical couplings), and computing
\[

$$
\begin{align*}
\mathbb{E}\left(H_{N}\left(\boldsymbol{\sigma}^{(1)} \mid \boldsymbol{J}\right) H_{N}\left(\boldsymbol{\sigma}^{(2)} \mid \boldsymbol{J}\right)\right) & =\frac{1}{N} \sum_{i<j}^{1, N} \sum_{k<l}^{1, N} \mathbb{E}\left(J_{i j} J_{k l}\right) \sigma_{i}^{(1)} \sigma_{j}^{(1)} \sigma_{k}^{(2)} \sigma_{l}^{(2)} \\
& =\frac{1}{N} \sum_{1 \leq i<j \leq N} \sigma_{i}^{(1)} \sigma_{j}^{(1)} \sigma_{i}^{(2)} \sigma_{j}^{(2)} \\
& =\frac{N}{2}\left(\frac{1}{N} \sum_{i=1}^{N} \sigma_{i}^{(1)} \sigma_{i}^{(2)}\right)^{2}-\frac{1}{2} . \tag{3.3}
\end{align*}
$$
\]

The quantity

$$
\begin{equation*}
q_{12}=q\left(\boldsymbol{\sigma}^{(1)}, \boldsymbol{\sigma}^{(2)}\right)=\frac{1}{N} \sum_{i=1}^{N} \sigma_{i}^{(1)} \sigma_{i}^{(2)} \tag{3.4}
\end{equation*}
$$

occurring in the previous equation is fundamental, since it is the order parameter for the model (as we will see in the following), and it is called overlap. It measures the resemblance between the configurations of the two copies (or replicas, as we will soon better specify) $\boldsymbol{\sigma}^{(1)}$ and $\boldsymbol{\sigma}^{(2)}$, ranging from -1 , when each spin of a replica is opposed to the corresponding one of the other copy, to +1 , when they are perfectly aligned. The fact that the overlap is a resemblance measure is confirmed by its relation with the Hamming distance $d\left(\boldsymbol{\sigma}^{(1)}, \boldsymbol{\sigma}^{(2)}\right)$, which counts the number of non-aligned spins:

$$
d\left(\boldsymbol{\sigma}^{(1)}, \boldsymbol{\sigma}^{(2)}\right)=\frac{1}{2}\left(1-q_{12}\right) .
$$

Then, taking two identical copies $\boldsymbol{\sigma}^{(1)}=\boldsymbol{\sigma}^{(2)}$, we note that

$$
\begin{equation*}
\mathbb{E}\left(H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{J})\right)^{2}=\frac{N}{2}-\frac{1}{2}, \tag{3.5}
\end{equation*}
$$

showing that the normalization factor is correct.

### 3.2.1 Quenched and annealed free energies

We now start with formalizing the thermodynamic observables for disordered systems. First of all, for a given inverse temperature $\beta=1 / T$, we introduce the following

Definition 3.2. The disorder-dependent partition function $Z_{N}(\beta, h ; \boldsymbol{J})$, the quenched average of the free energy per site $f_{N}(\beta, h)$, and the disorder dependent Boltzmann-Gibbs state $\omega_{J}$ read as

$$
\begin{align*}
Z_{N}(\beta \mid h ; \boldsymbol{J}) & =\sum_{\boldsymbol{\sigma}} \exp \left(-\beta H_{N}(\boldsymbol{\sigma} \mid h ; \boldsymbol{J})\right),  \tag{3.6}\\
f_{N}(\beta \mid h) & =-\frac{1}{\beta N} \mathbb{E} \log Z_{N}(\beta \mid h ; \boldsymbol{J}),  \tag{3.7}\\
\omega_{\boldsymbol{J}}(A) & =Z_{N}(\beta, h ; \boldsymbol{J})^{-1} \sum_{\boldsymbol{\sigma}} A(\boldsymbol{\sigma}) \exp \left(-\beta H_{N}(\boldsymbol{\sigma} \mid h ; \boldsymbol{J})\right), \tag{3.8}
\end{align*}
$$

where $A=A(\boldsymbol{\sigma})$ is a generic observable (for example the energy $H_{N}$ ), depending on the spin configuration $\boldsymbol{\sigma}$.

In some cases it will be more practical to deal, rather than with $f_{N}(\beta \mid h)$, with

$$
\begin{equation*}
\alpha_{N}(\beta \mid h)=\frac{1}{N} \mathbb{E} \log Z_{N}(\beta \mid h ; \boldsymbol{J})=-\beta f_{N}(\beta \mid h), \tag{3.9}
\end{equation*}
$$

namely the statistical pressure, as already seen for the CW model. As for the Hamiltonian, in the following we will shorten the notation in $Z_{N}(\beta \mid \boldsymbol{J})$, $f_{N}(\beta), \alpha_{N}(\beta)$ etc. when considering the case of zero external field $(h=0)$. The quenched free energy is the correct average if one looks for the free energy of a system where the disorder is frozen (i.e. its dynamics is many orders of magnitude slower than the dynamics of the spin degrees of freedom), like in real spin glasses.

Remark 3.1. A remark is in order here: it is mandatory to notice that - when mimicking neural networks with statistical mechanical models - we will have to take into account that, in the analogy, while the neurons will be modeled by the spins, while couplings play the role of synapses. Since the latter can be both excitatory as well as inhibitory and they must be accounted by the couplings $J_{i j}$ (or synaptic matrix in neural network jargon), it is then clear that the correct reference framework must be a spin-glass and not the simplest ferromagnet. Furthermore, the frustration that these random couplings introduce in the network is the responsible for the proliferation of the free energy minima that is, in turn, something that we will need in order to develop an extensive memory storage (we will come back to these features in the following chapters).

Moreover, the free energy per spin for a given realization of disorder

$$
-\frac{1}{\beta N} \log Z_{N},
$$

is self-averaging [101], meaning that its deviations from the quenched value vanish in the thermodynamic limit with probability one.
Definition 3.3. One can also consider the so-called annealed free energy

$$
\begin{equation*}
f_{N}^{\mathrm{A}}(\beta \mid h)=-\frac{1}{\beta N} \log \mathbb{E} Z_{N}(\beta \mid h ; \boldsymbol{J}) \tag{3.10}
\end{equation*}
$$

where the disorder averages is performed directly on the partition function.
From a physical point of view, this corresponds to the assumption that the couplings relaxation characteristic timescales are on the same level of those relative to spins thermalization (in the landscape produced by the synapses - namely by the couplings - that are effectively considered as frozen on the short timescale involved by neural dynamics), and let them participate in the thermal equilibrium. This terminology comes from metallurgy and the thermal processing of materials: a "quench" corresponds in this jargon to preparing a sample by quickly bridging it from high to low temperatures, so that atoms do not change their positions, apart from small vibrations. In the "annealing" process, on the contrary, the cooling down is slower and gradual, so that atoms can rearrange and find favorable positions.

The computation of the annealed free energy is trivial, since the Boltzmann factor in this case can be written as the product of $N(N-1) / 2$ statistically independent terms, one for each pair of sites, so that

$$
Z_{N}(\beta \mid h ; \boldsymbol{J})=\sum_{\boldsymbol{\sigma}} \prod_{1 \leq i<j \leq N} \exp \left(\frac{\beta}{\sqrt{N}} J_{i j} \sigma_{i} \sigma_{j}\right) \times \exp \left(\beta h \sum_{1 \leq k \leq N} \sigma_{k}\right),
$$

and the disorder average factorizes as

$$
\begin{aligned}
\mathbb{E} Z_{N}(\beta \mid h ; \boldsymbol{J}) & =\sum_{\boldsymbol{\sigma}} \exp \left(\frac{\beta^{2}}{2 N} \frac{N(N-1)}{2}\right) \exp \left(\beta h \sum_{1 \leq k \leq N} \sigma_{k}\right) \\
& =2^{N} \cosh ^{N}(\beta h) \exp \left(\frac{\beta^{2}}{4}(N-1)\right) .
\end{aligned}
$$

Finally, the annealed free energy per site is

$$
\begin{equation*}
f_{N}^{\mathrm{A}}(\beta \mid h)=-\frac{1}{\beta} \log 2 \cosh (\beta h)-\frac{\beta}{4} \frac{N-1}{N} \tag{3.11}
\end{equation*}
$$

and in the thermodynamic limit we have the next

Proposition 3.1. The infinite volume limit of the annealed pressure of the SK model reads as

$$
\begin{equation*}
f^{A}(\beta \mid h)=\lim _{N \rightarrow \infty} f_{N}^{A}(\beta \mid h)=-\frac{1}{\beta} \log 2 \cosh (\beta h)-\frac{\beta}{4} \tag{3.12}
\end{equation*}
$$

Remark 3.2. Since the function $x \rightarrow \log x$ is concave, by the Jensen inequality we can immediately say that the quenched free energy is always greater or equal than the annealed one

$$
-\frac{1}{\beta N} \mathbb{E} \log Z_{N}(\beta \mid h ; \boldsymbol{J}) \geq-\frac{1}{\beta N} \log \mathbb{E} Z_{N}(\beta \mid h ; \boldsymbol{J}) .
$$

Remark 3.3. It is also immediate to see that the annealed free energy cannot be the correct one, at least at low temperatures, if we look at the corresponding annealed entropy. In the zero-field case, in fact, this is given by

$$
\begin{equation*}
s^{\mathrm{A}}(\beta)=\beta^{2} \partial_{\beta} f^{\mathrm{A}}(\beta)=\log 2-\frac{\beta^{2}}{4}, \tag{3.13}
\end{equation*}
$$

and in particular it becomes negative for $\beta<\beta^{*}=2 \sqrt{\log 2}$. But entropy is by definition the logarithm of the number of configurations, and it cannot be negative for a discrete system.

### 3.2.2 Replicas and overlap

Previously, we vaguely introduced the concept of overlap, as defined in Eq. 3.4, by considering two copies (or more precisely replicas) of the system. In general, we can consider a generic number $n$ of independent copies of the system, characterized by the spin configurations $\boldsymbol{\sigma}^{(1)}, \ldots, \boldsymbol{\sigma}^{(n)}$, distributed according to the product state

$$
\begin{equation*}
\Omega_{\boldsymbol{J}}=\omega_{\boldsymbol{J}}^{(1)} \times \omega_{\boldsymbol{J}}^{(2)} \times \ldots \times \omega_{\boldsymbol{J}}^{(n)}, \tag{3.14}
\end{equation*}
$$

where each $\omega_{J}^{(a)}$ acts on the corresponding $\sigma_{i}^{(a)}$ variables. We stress again that all the replicas are all subject to the same sample $\boldsymbol{J}=\left\{J_{i j}\right\}$ of the external disorder: These copies of the system are usually called replicas [93]. When considering such a replicated system, the Boltzmann factor is simply given by the product of the corresponding Boltzmann factor for the single $n$ replicas

$$
\begin{equation*}
\exp \left(-\beta\left(H_{N}\left(\boldsymbol{\sigma}^{(1)} \mid h ; \boldsymbol{J}\right)+H_{N}\left(\boldsymbol{\sigma}^{(2)} \mid h ; \boldsymbol{J}\right)+\ldots+H_{N}\left(\boldsymbol{\sigma}^{(n)} \mid h ; \boldsymbol{J}\right)\right)\right) . \tag{3.15}
\end{equation*}
$$

Definition 3.4. Given a generic observable, represented by a smooth function $A=A(\boldsymbol{\sigma})$ of the configuration of the $n$ replicas, we define the $\langle\cdot\rangle$ averages as

$$
\begin{equation*}
\left\langle A\left(\boldsymbol{\sigma}^{(1)}, \boldsymbol{\sigma}^{(2)}, \ldots, \boldsymbol{\sigma}^{(n)}\right)\right\rangle=\mathbb{E} \Omega_{\boldsymbol{J}}\left(A\left(\boldsymbol{\sigma}^{(1)}, \boldsymbol{\sigma}^{(2)}, \ldots, \boldsymbol{\sigma}^{(n)}\right)\right) . \tag{3.16}
\end{equation*}
$$

Replica overlaps are the quantities that one usually measures in numerical experiments. It is important to note that if we consider Boltzmann averages $\Omega_{J}$ over different groups of replicas they factorize:

$$
\Omega_{\boldsymbol{J}}\left(q_{12} q_{34}\right)=\Omega_{\boldsymbol{J}}\left(q_{12}\right) \Omega_{\boldsymbol{J}}\left(q_{34}\right) .
$$

It is instead the average over disorder which introduces correlations between them, since in general

$$
\left\langle q_{12} q_{34}\right\rangle \neq\left\langle q_{12}\right\rangle\left\langle q_{34}\right\rangle .
$$

On the other hand, these averages are invariant under permutation of replica indices, for instance

$$
\left\langle q_{12} q_{23}\right\rangle=\left\langle q_{24} q_{45}\right\rangle .
$$

The whole physical content of the theory is encoded in the distribution of overlap [93], and the averages of many physical quantities can be expressed as $\langle\cdot\rangle$ averages over overlap polynomials. For example, let us consider the disorder average of the internal energy per spin $N^{-1} \omega_{\boldsymbol{J}}\left(H_{N}\right)$ for $h=0$. Using the integration by parts formula

$$
\begin{equation*}
\mathbb{E}(J A(J))=\mathbb{E}\left(\frac{\partial}{\partial J} A(J)\right), \tag{3.17}
\end{equation*}
$$

which is valid for a centered unit Gaussian variable $J$ and any smooth function $A(J)$, it is straightforward to check that the energy density does not scale with the system size $N$ :

$$
\begin{equation*}
E \equiv \frac{\left\langle H_{N}\right\rangle}{N}=\frac{1}{N} \mathbb{E} \omega_{\boldsymbol{J}}\left(H_{N}\right)=-\frac{\beta}{2}\left(1-\left\langle q_{12}^{2}\right\rangle\right) . \tag{3.18}
\end{equation*}
$$

Another example is given by its $\beta$ derivative, which can be easily evaluated as

$$
\begin{aligned}
N^{-1} \partial_{\beta}\left\langle H_{N}\right\rangle & =-N^{-1}\left(\left\langle H_{N}^{2}\right\rangle-\left\langle H_{N}\right\rangle^{2}\right) \\
& =-\frac{1}{2}\left(1-\left\langle q_{12}^{2}\right\rangle\right)+\frac{N \beta^{2}}{2}\left(\left\langle q_{12}^{4}\right\rangle-4\left\langle q_{12}^{2} q_{23}^{2}\right\rangle+3\left\langle q_{12}^{2} q_{34}^{2}\right\rangle\right)
\end{aligned}
$$

### 3.3 The thermodynamic limit

The problem of proving the existence of the thermodynamic limit of the SK free energy remained open for more than twenty years, until the work by Guerra and Toninelli [60]. However, it was earlier noticed that the disorder fluctuations of the free energy vanish when taking the infinite volume limit: the free energy of the Sherrington-Kirkpatrick model was first proved to be self-averaging by Pastur, Shcherbina and Tirozzi [101], by using martingale techniques. They found that

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{N} \log Z_{N}(\beta ; J)\right)^{2}-\left(\mathbb{E} \frac{1}{N} \log Z_{N}(\beta ; J)\right)^{2} \leq \frac{C}{N}+O\left(\frac{1}{N^{2}}\right) \tag{3.19}
\end{equation*}
$$

for some constant $C$. This result was later improved by Guerra [59], who gave a more precise estimate for the upper bound, showing that

$$
\begin{equation*}
C \leq \beta^{2} \frac{q_{12}^{2}}{2} \tag{3.20}
\end{equation*}
$$

This does not necessarily implies convergence, since the mean value could oscillate as the system size grows. The property of absence of fluctuations for a physical quantity in the thermodynamic limit is called self-averaging. This property is usually expected, in ordinary statistical mechanics, for intensive quantities (such as magnetization or free energy per site) with respect to thermal fluctuations and away from phase transition points. In spin-glass systems, there is a somewhat different scenario [93], and one expects some quantities (such as free and internal energy) to be self-averaging, and others, in particular the overlap between the configurations of two replicas, to fluctuate even in the thermodynamic limit at low temperature. As we have seen in the previous chapter, this is an indication of the occurrence of Replica Symmetry Breaking.

In order to prove the existence of the thermodynamic limit, as for the Curie-Weiss model we divide the $N$ sites in two blocks $N_{1}, N_{2}$, with $N_{1}+N_{2}=$ $N$, and define the auxiliary partition function

$$
\begin{align*}
Z_{N}(\beta, t)= & \sum_{\sigma} \exp \beta\left(\sqrt{\frac{t}{N}} \sum_{1 \leq i<j \leq N} J_{i j} \sigma_{i} \sigma_{j}+\sqrt{\frac{1-t}{N_{1}}} \sum_{1 \leq i<j \leq N_{1}} J_{i j}^{\prime} \sigma_{i} \sigma_{j}\right. \\
& \left.+\sqrt{\frac{1-t}{N_{2}}} \sum_{N_{1} \leq i<j \leq N} J_{i j}^{\prime \prime} \sigma_{i} \sigma_{j}\right), \tag{3.21}
\end{align*}
$$

depending on the parameter $t \in[0,1]$. The external disorder is represented by the independent families of unit Gaussian random variables $\boldsymbol{J}, \boldsymbol{J}^{\prime}$ and
$\boldsymbol{J}^{\prime \prime}$. Let us stress that the two subsystem are subject to an external disorder which is independent with respect to the original system, but the probability distributions are the same. As in the previous case, the boundary values of the auxiliary partition function correspond respectively to the original system at $t=1$, and to the two independent subsystems at $t=0$ :

$$
\begin{align*}
& Z_{N}(\beta, 1)=Z_{N}(\beta)  \tag{3.22}\\
& Z_{N}(\beta, 0)=Z_{N_{1}}(\beta) Z_{N_{2}}(\beta) . \tag{3.23}
\end{align*}
$$

Consequently, the free energies are realized as

$$
\begin{align*}
& \mathbb{E} \log Z_{N}(\beta, 1)=-N \beta f_{N}(\beta),  \tag{3.24}\\
& \mathbb{E} \log Z_{N}(\beta, 0)=-N_{1} \beta f_{N_{1}}(\beta)-N_{2} \beta f_{N_{2}}(\beta) . \tag{3.25}
\end{align*}
$$

Here, the disorder average is performed on all the variables $\boldsymbol{J}, \boldsymbol{J}^{\prime}$ and $\boldsymbol{J}^{\prime \prime}$. The derivative with respect to $t$ of the auxiliary free energy is given by

$$
\begin{align*}
& -\frac{d}{d t} \frac{1}{N \beta} \mathbb{E} \log Z_{N}(\beta, t)=-\frac{1}{2 N} \mathbb{E}\left(\frac{1}{\sqrt{t N}} \sum_{1 \leq i<j \leq N} J_{i j} \omega_{t}\left(\sigma_{i} \sigma_{j}\right)\right.  \tag{3.26}\\
& \left.-\frac{1}{\sqrt{(1-t) N_{1}}} \sum_{1 \leq i<j \leq N_{1}} J_{i j}^{\prime} \omega_{t}\left(\sigma_{i} \sigma_{j}\right)-\frac{1}{\sqrt{(1-t) N_{2}}} \sum_{N_{1} \leq i<j \leq N} J_{i j}^{\prime \prime} \omega_{t}\left(\sigma_{i} \sigma_{j}\right)\right),
\end{align*}
$$

where $\omega_{t}(\cdot)$ is the Gibbs average corresponding to the auxiliary partition function (3.21). Using again the integration by parts formula on the previous expression, we have

$$
\begin{align*}
-\frac{d}{d t} \frac{1}{N \beta} \mathbb{E} \log Z_{N}(\beta, t)= & -\frac{\beta}{4 N^{2}} \sum_{1 \leq i<j \leq N} \mathbb{E}\left(1-\omega_{t}^{2}\left(\sigma_{i} \sigma_{j}\right)\right)  \tag{3.27}\\
& +\frac{\beta}{4 N N_{1}} \sum_{1 \leq i<j \leq N_{1}} \mathbb{E}\left(1-\omega_{t}^{2}\left(\sigma_{i} \sigma_{j}\right)\right) \\
& +\frac{\beta}{4 N N_{2}} \sum_{N_{1} \leq i<j \leq N} \mathbb{E}\left(1-\omega_{t}^{2}\left(\sigma_{i} \sigma_{j}\right)\right) \\
= & \frac{\beta}{4}\left\langle q_{12}^{2}-\frac{N_{1}}{N}\left(q_{12}^{(1)}\right)^{2}-\frac{N_{2}}{N}\left(q_{12}^{(2)}\right)^{2}\right\rangle_{t},
\end{align*}
$$

where we wrote $\langle\cdot\rangle_{t}=\mathbb{E} \omega_{t}(\cdot)$ and defined the partial two-replica overlaps

$$
\begin{align*}
q_{12}^{(1)} & =\frac{1}{N_{1}} \sum_{1 \leq i \leq N_{1}} \sigma_{i}^{1} \sigma_{i}^{2},  \tag{3.28}\\
q_{12}^{(2)} & =\frac{1}{N_{2}} \sum_{N_{1} \leq i \leq N} \sigma_{i}^{1} \sigma_{i}^{2}, \tag{3.29}
\end{align*}
$$

corresponding to the two subsystems. The overlap plays here a role similar to the magnetization in the non-disordered case. Indeed, $q_{12}$ is a convex linear combination of $q_{12}^{(1)}$ and $q_{12}^{(2)}$ of the form

$$
\begin{equation*}
q_{12}=\frac{N_{1}}{N} q_{12}^{(1)}+\frac{N_{2}}{N} q_{12}^{(2)} \tag{3.30}
\end{equation*}
$$

and, because of the convexity of the function $x \rightarrow x^{2}$, we have the inequality

$$
\begin{equation*}
\left\langle q_{12}^{2}-\frac{N_{1}}{N}\left(q_{12}^{(1)}\right)^{2}-\frac{N_{2}}{N}\left(q_{12}^{(2)}\right)^{2}\right\rangle_{t} \leq 0 \tag{3.31}
\end{equation*}
$$

Therefore, we can state as a preliminary result:
Lemma 3.1. The quenched average of the logarithm of the interpolating partition function, defined by (3.21), increases in $t$, i.e.

$$
\begin{equation*}
-\frac{d}{d t} \frac{1}{N \beta} \mathbb{E} \log Z_{N}(\beta, t) \leq 0 . \tag{3.32}
\end{equation*}
$$

Moreover, after integrating over $t$ and recalling the boundary conditions (3.24, 3.25), we get the first main result

Theorem 3.2. The free energy for the SK model is subadditive:

$$
\begin{equation*}
N f_{N}(\beta) \leq N_{1} f_{N_{1}}(\beta)+N_{2} f_{N_{2}}(\beta) \tag{3.33}
\end{equation*}
$$

It is interesting to compare this result with the corresponding (2.12) for the Curie-Weiss model, whose free energy is superadditive. Of course, for the SK model it is the pressure $\alpha_{N}(\beta)=-\beta f_{N}(\beta)$ which is superadditive because of the minus sign. Together with an $N$-independent upper bound on the pressure, which is easy to obtain, one deduces again the existence of the thermodynamic limit (for both the pressure and the free energy density), therefore proving the following

Theorem 3.3. The infinite volume limit for $f_{N}(\beta)$ exists and equals its infimum:

$$
\begin{equation*}
f(\beta) \equiv \lim _{N \rightarrow \infty} f_{N}(\beta)=\inf _{N} f_{N}(\beta) . \tag{3.34}
\end{equation*}
$$

Remark 3.4. Note that this result is easily extended to the $p$-spin models (in which interactions are more than pairwise) since the overlaps to the square in (3.27) and (3.31) are simply replaced by the overlap to the power $p$, and the (3.32) still holds: this observation will be useful in the last Chapters of this thesis, when we will face how to overcome the actual state of the art in modeling AI via statistical mechanics.

### 3.4 The replica trick and Parisi theory

Parisi Theory has been really a deep revolution in statistical mechanics, de facto opening the study of complex systems with a totally new perspective. Since Parisi developed his theory working on the SK model, it is impossible not to pay a minimal tribute and summarize his main results. However, we must also say that, as the theory itself is really tricky and its usage has not yet percolated in AI, we will not deepen it but simply remind to excellent textbooks [81, 62, 93].

### 3.4.1 The Replica Trick

The natural starting point to examine Parisi theory are the basic concepts of spontaneous symmetry breaking and phase coexistence in statistical mechanics $[78,112,48]$. We consider a system on a $d$-dimensional hypercubic lattice, defined by a Hamiltonian $H(\boldsymbol{\sigma})$, depending on the configurations of all spins $\sigma_{i}$, with $i \in \mathbb{Z}^{d}$. The system is initially restricted to a finite subset $\Lambda$ of the lattice with partition function $Z_{\Lambda}(\beta)$, in order to deal with mathematically well-defined objects, and its finite volume free energy per site at the temperature $T=1 / \beta$ is

$$
\begin{equation*}
f_{\Lambda}(\beta)=-\frac{1}{|\Lambda| \beta} \log Z_{\Lambda}(\beta) \tag{3.35}
\end{equation*}
$$

where $|\Lambda|$ is the cardinality of the subset $\Lambda$. Then, one lets $\Lambda$ grow to the whole infinite lattice $\mathbb{Z}^{d}$ in a suitable way imposing boundary conditions, i.e. the positions of the boundary spins or their interaction with the external world (with a certain arbitrariness). It can be proven that these conditions, if interactions have short range, do not affect the free energy per site in the limit $\Lambda \rightarrow \mathbb{Z}^{d}$, but the equilibrium thermodynamic state of the system is also determined by all the correlation functions

$$
\begin{equation*}
\lim _{\Lambda \rightarrow \mathbb{Z}^{d}}\left\langle\sigma_{i_{1}} \ldots \sigma_{i_{n}}\right\rangle_{\Lambda}, \tag{3.36}
\end{equation*}
$$

for all finite sets indices $i_{1}, \ldots, i_{n}$, where $\langle\cdot\rangle$ is the Boltzmann-Gibbs thermal average at the temperature $1 / \beta$. The correlation functions in general depend on the choice of the boundary conditions, also in the infinite volume limit. Another usual and strictly related way to select different equilibrium states is to break a symmetry explicitly in the Hamiltonian, i.e. by introducing proper auxiliary external fields $\lambda_{i}$ which are removed only after the thermodynamic limit has been performed. More precisely, the thermodynamic limit for the free energy and for the correlation functions are computed with
the explicitly broken symmetry Hamiltonian, and the external fields are then put to zero. In the Curie-Weiss model, for instance it is possible to select one of the two equilibrium states with positive or negative magnetization by introducing a term $-h \sum_{i} \sigma_{i}$ in the Hamiltonian which explicitly breaks the spin-flip symmetry, and taking the limit $h \rightarrow 0^{ \pm}$after the thermodynamic limit. The set of all equilibrium states forms a simplex, and every state can be written in an unique way as a convex linear combination of certain extremal states, called pure states or pure phases. They are characterized by the cluster property, or spatial decay of correlations, meaning that their connected correlations functions vanish at large distance (or for different points in mean field models):

$$
\begin{equation*}
\left\langle\sigma_{i_{1}} \ldots \sigma_{i_{n}} \sigma_{j_{1}} \ldots \sigma_{j_{m}}\right\rangle \rightarrow\left\langle\sigma_{i_{1} \ldots} \ldots \sigma_{i_{n}}\right\rangle\left\langle\sigma_{j_{1}} \ldots \sigma_{j_{m}}\right\rangle, \tag{3.37}
\end{equation*}
$$

for

$$
\min _{a, b}\left|i_{a}-j_{b}\right| \rightarrow \infty
$$

Pure states correspond to our intuitive idea of an equilibrium state. For example, in the Boltzmann-Gibbs state for water at zero Celsius the system has probability $1 / 2$ of being all water and $1 / 2$ of being all ice, while in a pure state the whole sample is water or ice. First order phase transitions are usually associated with the phenomenon of spontaneous symmetry breaking: the Hamiltonian of the model (and the non-clustering BoltzmannGibbs state) is invariant under the action of a symmetry group (for instance, the $\mathbb{Z}_{2}$ spin-flip transformation in the Curie-Weiss model, or rotational symmetry in the Heisenberg model), but equilibrium states belong to smaller symmetry groups. Therefore, it is the symmetry of the model suggesting the choice of the auxiliary external fields (or boundary conditions) which select the pure states, and applying the symmetry group transformation to a particular symmetry-breaking state one obtains another equilibrium state.

Spin-glasses are much more complicated from this point of view, since at low temperature there is an infinite number of pure phases, and it is not clear a priori which should be the right external fields (or boundary conditions) to select them, since the broken symmetry in the phase transition is not obvious. Moreover, due to this infinite number of states, the Gibbs phase rule, which states that $k-1$ thermodynamic parameters have to be fixed in order to have $k$ coexisting pure phases (e.g. temperature and pressure in the triple point of a fluid), does not hold in this case. As Parisi showed, the spin glass phase transition is associated to a very peculiar spontaneous symmetry breaking, i.e. the group of permutations of a set of $n$ identical replicas of the system in the limit $n \rightarrow 0$.

To explain this, we need to introduce the replica trick, which is the celebrated first method developed for the calculation of the free energy in complex scenarios (mainly statistical mechanics of spin glasses and statistical field theory). The whole method is based on the representation of the (quenched) free energy as

$$
\begin{equation*}
f_{N}(\beta)=-\frac{1}{\beta N} \lim _{n \rightarrow 0} \frac{\mathbb{E} Z^{n}-1}{n} \tag{3.38}
\end{equation*}
$$

The integer moments $\mathbb{E} Z_{N}^{n}$ of the partition function in the r.h.s. are simpler to compute than the averaged $\operatorname{logarithm} \mathbb{E} \log Z_{N}$, and the trick consists in considering their analytic continuation to real $n$, and then taking the limit $n \rightarrow 0$. For integer $n$, the moments are nothing but the average of the partition function of a system of $n$ identical (i.e. with the same disorder) replicas of the original system

$$
\begin{equation*}
\mathbb{E} Z_{N}^{n}(\beta \mid h ; \boldsymbol{J})=\mathbb{E} \sum_{\boldsymbol{\sigma}^{(1)}} \cdots \sum_{\boldsymbol{\sigma}^{(n)}} \exp \left(-\beta \sum_{a=1}^{n} H_{N}\left(\boldsymbol{\sigma}^{(a)} \mid h ; \boldsymbol{J}\right)\right) . \tag{3.39}
\end{equation*}
$$

The disorder average can be easily carried out since it involves only independent Gaussian integrals, so we find

$$
\begin{align*}
\mathbb{E} Z_{N}^{n}(\beta \mid h ; \boldsymbol{J})= & \exp \left(\frac{\beta^{2} n(N-n)}{4}\right) \\
& \sum_{\boldsymbol{\sigma}^{(1)} \ldots \boldsymbol{\sigma}^{(n)}} \exp \left(\frac{\beta^{2}}{2 N} \sum_{1 \leq a<b \leq n}\left(\sum_{i} \sigma_{i}^{(a)} \sigma_{i}^{(b)}\right)^{2}+\beta h \sum_{a=1}^{n} \sum_{i} \sigma_{i}^{(a)}\right), \tag{3.40}
\end{align*}
$$

which involves the square overlaps between replicas. The sum over configurations of replicated systems can be computed by linearizing each of these terms by Gaussian integrals. To do this, we introduce a $n \times n$ symmetric matrix $Q_{a b}$ with zeros on the diagonal, and write the sum in (3.40) as

$$
\begin{align*}
\sum_{\boldsymbol{\sigma}^{(1)} \ldots \boldsymbol{\sigma}^{(n)}} \int & \prod_{a<b}\left(\sqrt{\frac{\beta^{2} N}{2 \pi}} d Q_{a b}\right) \exp \left(-\frac{\beta^{2} N}{2} \sum_{a<b} Q_{a b}^{2}\right.  \tag{3.41}\\
& \left.+\beta^{2} \sum_{a<b}\left(\sum_{i} \sigma_{i}^{(a)} \sigma_{i}^{(b)}\right) Q_{a b}+\beta h \sum_{a} \sum_{i} \sigma_{i}^{(a)}\right) .
\end{align*}
$$

Since clearly there are no couplings between spins belonging to the same replica, it is possible to define new spin variables $s_{a}= \pm 1$, with $a=1, \ldots n$,
and observe that

$$
\begin{gathered}
\sum_{\boldsymbol{\sigma}^{(1)} \ldots \boldsymbol{\sigma}^{(n)}} \exp \left(\beta^{2} \sum_{a<b}\left(\sum_{i} \sigma_{i}^{(a)} \sigma_{i}^{(b)}\right) Q_{a b}+\beta h \sum_{a} \sum_{i} \sigma_{i}^{(a)}\right) \\
=\left(\sum_{\{s\}} \exp \left(\beta^{2} \sum_{a<b} Q_{a b} s_{a} s_{b}+\beta h \sum_{a} s_{a}\right)\right)^{N} .
\end{gathered}
$$

Then, equation (3.40) becomes

$$
\begin{align*}
\mathbb{E} Z_{N}^{n}(\beta \mid h ; \boldsymbol{J})= & \int \prod_{a<b}\left(\sqrt{\frac{\beta^{2} N}{2 \pi}} d Q_{a b}\right) \exp (-N A[\boldsymbol{Q}])  \tag{3.42}\\
A[\boldsymbol{Q}]= & \frac{\beta^{2}}{2} \sum_{a<b} Q_{a b}^{2}-\log \sum_{\{s\}} \exp \left(\beta^{2} \sum_{a<b} Q_{a b} s_{a} s_{b}+\beta h \sum_{a} s_{a}\right) \\
& -\frac{\beta^{2} n(N-n)}{4 N}, \tag{3.43}
\end{align*}
$$

with the functional $A[\boldsymbol{Q}]$ depending on $\boldsymbol{Q}, n, \beta$ and $h$. Since the exponent in the integrand of (3.42) is proportional to $N$, in the limit of $N$ going to infinity the $n$-th moment of $Z_{N}$ can be evaluated through the saddle point method. The infinite volume free energy, once the saddle point has been determined, is then obtained as

$$
\begin{equation*}
f(\beta, h)=\lim _{n \rightarrow 0} \frac{1}{\beta n} A\left[\boldsymbol{Q}_{s p}\right] . \tag{3.44}
\end{equation*}
$$

Since $\boldsymbol{Q}$ is a symmetric matrix with zeros on the diagonal, the model $n(n-$ 1) $/ 2$ independent order parameters, and for a given choice of $\boldsymbol{Q}$ there are such many saddle-point equations $\partial A / \partial Q_{a b}=0$, which take the form

$$
\begin{equation*}
Q_{a b}=\frac{\sum_{\{s\}} s_{a} s_{b} \exp \left(\beta^{2} \sum_{a<b} Q_{a b} s_{a} s_{b}+\beta h \sum_{a} s_{a}\right)}{\sum_{\{s\}} \exp \left(\beta^{2} \sum_{a<b} Q_{a b} s_{a} s_{b}+\beta h \sum_{a} s_{a}\right)} \tag{3.45}
\end{equation*}
$$

In the limit $n \rightarrow 0$, it can be shown [93] that the r.h.s. of this equation is equivalent to

$$
\mathbb{E} \Omega_{\boldsymbol{J}}\left(\sigma_{i}^{(a)} \sigma_{i}^{(b)}\right) \equiv\left\langle\sigma_{i}^{(a)} \sigma_{i}^{(b)}\right\rangle
$$

whence, since all sites $i$ are equivalent for large $N$, the saddle point equation (3.45) can be written as

$$
\begin{equation*}
\lim _{n \rightarrow 0} Q_{a b}=\left\langle q_{a b}\right\rangle . \tag{3.46}
\end{equation*}
$$

This relation is valid for a replica symmetric solution (as we will shortly see). When this symmetry is broken, if a particular choice of $\boldsymbol{Q}$ is a solution of the
saddle point equation, then any matrix obtained with a permutation of rows or columns of $\boldsymbol{Q}$ will also be a solution. Therefore, in general one should divide the l.h.s. by $n(n-1) / 2$. In the spin glass phase, the average overlap is expected to be different from zero, since it is the average of the positive quantity $\omega_{\boldsymbol{J}}^{2}\left(\sigma_{i}\right)$ for different realizations of the disorder (while $\omega_{\boldsymbol{J}}\left(\sigma_{i}\right)$ can be positive or negative depending on the particular realization of $\boldsymbol{J}$, and its average vanishes). On the other hand, in the high temperature phase the thermal average of magnetization in each site is zero for every sample, so that $\left\langle\sigma_{i}^{(a)} \sigma_{i}^{(b)}\right\rangle=0$.

### 3.4.2 Replica Symmetric Ansatz

Before solving the saddle point equations, one has to choose a form for $\boldsymbol{Q}$ which is symmetric with respect to permutation of row or columns (due to equivalence among replicas). Then, the most natural idea seems to look for a replica symmetric (RS) saddle point, corresponding to a matrix $\boldsymbol{Q}$ whose non-diagonal elements are all equal to the same value $q$, while diagonal elements vanish identically. The integral in Eq. (3.42) then reduces to an ordinary integral over the real variable $q$, and the quenched free energy is easily computed as

$$
\begin{equation*}
-\beta f_{R S}(\beta, h)=\log 2+\int_{-\infty}^{+\infty} d \mu(z) \log \cosh (\beta \sqrt{q} z+\beta h)+\frac{\beta^{2}}{4}(1-q)^{2} \tag{3.47}
\end{equation*}
$$

where $d \mu(z)=(2 \pi)^{-1 / 2} e^{-z^{2} / 2} d z$ is the Gaussian measure and $q$ satisfies the saddle point equation

$$
\begin{equation*}
q=\int_{-\infty}^{+\infty} d \mu(z) \tanh (\beta \sqrt{q} z+\beta h) \tag{3.48}
\end{equation*}
$$

At zero external field, this equation correctly predicts a phase transition at $1 / \beta_{c}=T_{c}=1$, since it has solution $q=0$ for $\beta<\beta_{c}$ and it admits a solution with $q \neq 0$ for $\beta>\beta_{c}$. However, it is possible to see [93] that the replica symmetric free energy is not physically acceptable for a temperature $T<T_{c}(h)$, since it violates basic thermodynamic stability conditions (such as, for example, the positivity of entropy [119]). The free energy (3.47) can be expanded near the critical point, where the spin glass parameter $q$ is expected to be small. Then, the coefficient for the $q^{2}$ term, which according to Landau theory of phase transitions vanishes at the critical point [78], is found to be proportional to $\beta^{2}-1$, so that, consistently, $\beta_{c}=1$. It is interesting to note that this coefficient is negative if $\beta<\beta_{c}$, so that the paramagnetic solution $q=0$ maximizes (instead of minimizing) the free energy. The same
also holds for a spin glass solution with $q>0$ in the low-temperature phase $\beta>\beta_{c}$. This is a consequence of the fact that the number $n(n-1) / 2$ of replica pairs becomes negative in the limit $n \rightarrow 0$ [93, 62]. Since the RS solution is not physically valid everywhere, one has to look for a form of the $\boldsymbol{Q}$ which breaks symmetry between replicas. The correct solution was given by Parisi by means of a powerful Ansatz, i.e. the broken replica symmetry ansatz.
We will now present a brief description of the basic philosophy behind it.
In the Ising model at low temperature and zero magnetic field, there is a symmetry breaking with two pure phases, one with magnetization $+m(\beta)$ and the other with $-m(\beta)$. The overlap (3.4) between two typical configurations belonging to the same phase equals

$$
q_{++}=q_{--}=m^{2}(\beta),
$$

while, for two different phases,

$$
q_{+-}=-m^{2}(\beta) .
$$

We stress that symmetry breaking (as well as phase transitions) can be present, strictly speaking, only in the thermodynamic limit. In the limit of infinite volume, the distribution function of the overlap $q_{12}$ between the configurations of two replicas, picked according to their Boltzmann weights, is given by the sum of two delta functions:

$$
\begin{equation*}
\mathcal{P}(q)=\frac{\delta\left(q-m^{2}(\beta)\right)+\delta\left(q+m^{2}(\beta)\right)}{2} . \tag{3.49}
\end{equation*}
$$

Above the critical temperature, on the other hand, there is just one pure phase with zero magnetization, and in this case we have

$$
\begin{equation*}
\mathcal{P}(q)=\delta(q) . \tag{3.50}
\end{equation*}
$$

This means that, looking at $\mathcal{P}(q)$, one is able to detect the phenomenon of non-uniqueness of the state without introducing an explicitly symmetry breaking field or proper boundary conditions. Since for spin glasses there is no obvious symmetry to be broken, with associated order parameter and field, the natural way to proceed is to compute

$$
\mathcal{P}(q)=\lim _{N \rightarrow \infty} \mathbb{E} \mathcal{P}_{J}^{(N)}(q)
$$

where $\mathcal{P}_{J}^{(N)}(q)$ is the finite volume probability distribution of the overlap for a given disorder realization $\boldsymbol{J}$. When $\mathcal{P}(q)$ is a single delta distribution the
system is said to be replica symmetric. The same holds when $\mathcal{P}(q)$, in absence of magnetic field, is the sum of two deltas, with the two corresponding states related by spin-flip symmetry. On the contrary, if $\mathcal{P}(q)$ has more than two peaks, or it has a continuous part, replica symmetry is said to be broken. Knowing the distribution $\mathcal{P}(q)$ is then equivalent to know the structure of pure states. Given the average overlap

$$
\left\langle q_{12}\right\rangle=\frac{1}{N} \sum_{i} \mathbb{E} \Omega_{\boldsymbol{J}}\left(\sigma_{i}^{(1)} \sigma_{i}^{(2)}\right)
$$

we can think to express the Boltzmann weights $\Omega_{J}=\omega^{(1)} \times \omega^{(2)}$ in terms of pure states, and this decomposition is encoded in the $\mathcal{P}(q)$ :

$$
\begin{equation*}
\left\langle q_{12}\right\rangle=\int d q \mathcal{P}(q) q . \tag{3.51}
\end{equation*}
$$

This equation, combined with 3.46 , tells us that in the language of replicas $\mathcal{P}(q)$ represents the fraction of elements of the matrix $\boldsymbol{Q}$ assuming the value $q$ [93].

### 3.4.3 Broken Replica Symmetry Ansatz

Before to proceed, we would like to make the following
Remark 3.5. We repeat that, while hereafter we quickly revise the Parisi description of spontaneous replica symmetry breaking, times are not ripe for such a level of resolution in AI and, as a matter of fact, the bulk of results in research on neural networks and machine learning is pursued at the replica symmetric level of description, as also all our ones will be. Hence, the reader can skip this Section without eliminating any essential knowledge required for the second part of this thesis, devoted to AI applications of statistical mechanics of disordered systems.

We have just seen that the replica symmetric solution is not adequate because it violates thermodynamic stability conditions. The correct way to construct a matrix $\boldsymbol{Q}$ breaking replica symmetry has been discovered by Parisi. Operatively, the procedure consists in dividing the $n$ replicas in $n / m$ groups of $m$, where $m$ is obviously a submultiple of $n$. Then, one takes $Q_{a b}=q_{2}$ if $a$ and $b$ belong to the same group (with $a \neq b$ ), and $Q_{a b}=q_{1}$ if they belong to different replicas. For example, if $n=4$ we can have a matrix with the form

$$
\left(\begin{array}{cc|cc}
0 & q_{2} & q_{1} & q_{1} \\
q_{2} & 0 & q_{1} & q_{1} \\
\hline q_{1} & q_{1} & 0 & q_{2} \\
q_{1} & q_{1} & q_{2} & 0
\end{array}\right) .
$$

With such an Ansatz, the overlap distribution is given by [93]:

$$
\begin{equation*}
\mathcal{P}(q)=(1-m) \delta\left(q-q_{2}\right)+m \delta\left(q-q_{1}\right), \tag{3.52}
\end{equation*}
$$

which is not negative only if $0 \leq m \leq 1$. The free energy corresponding to this first step of broken replica symmetry (1-RSB) is given by

$$
\begin{align*}
-\beta f_{1 R S B}(\beta \mid h)= & \log 2+\frac{\beta^{2}}{4}\left[(1-m) q_{2}^{2}+m q_{1}^{2}+1-2 q_{2}\right] \\
& +\frac{1}{m} \int d \mu(u) \log \int d \mu(v) \cosh ^{m} \Theta,  \tag{3.53}\\
\Theta= & \beta\left(\sqrt{q_{1}} u+\sqrt{q_{2}-q_{1}} v+h\right), \tag{3.54}
\end{align*}
$$

where the parameters $q_{1}$ and $q_{2}$ are the solutions of the self-consistence (saddle point) equations

$$
\begin{align*}
& q_{1}=\int d \mu(u)\left(\frac{\int d \mu(v) \cosh ^{m} \Theta \tanh \Theta}{\int d \mu(v) \cosh ^{m} \Theta}\right)^{2}  \tag{3.55}\\
& q_{2}=\int d \mu(u) \frac{\int d \mu(v) \cosh ^{m} \Theta \tanh ^{2} \Theta}{\int d \mu(v) \cosh ^{m} \Theta} \tag{3.56}
\end{align*}
$$

We refer to [93] for a detailed treatment of the interpretation and for the physical consequences of the RSB Ansatz. This solution turns out to be better than the RS one below the critical temperature, but it is not yet the right one. However, one can apply this procedure iteratively. Indeed, in a second step the off-diagonal blocks are left untouched, while the diagonal blocks are further divided into $m_{1} / m_{2}$ blocks, with the matrix elements assuming the value $Q_{a b}=q_{3}$ for $a \neq b$ inside the same block and $Q_{a b}=q_{2}$ otherwise. In order to find the proper free energy, one has to apply this procedure an infinite number of times (full-RSB or $\infty$-RSB [93], [125, 126]). Since we have seen how to compute the free energy and the distribution $P(q)$ in the setting of the replica method, in the following we try to continue presenting the main results of the theory but using a slightly different language (referring for instance to [58] for a presentation along these lines). Let us introduce the convex space $X$ of the functional order parameters $x$, as non-decreasing functions of the auxiliary variable $q$, with both $x$ and $q$ taking values on the real interval $[0,1]$, i.e.

$$
\begin{equation*}
X \ni x:[0,1] \ni q \rightarrow x(q) \in[0,1] . \tag{3.57}
\end{equation*}
$$

Notice that we call $x$ the non-decreasing function, and $x(q)$ its values. A metric on $\mathcal{X}$ is introduced through the $L^{1}([0,1], d q)$ norm, where $d q$ is the



Figure 3.2: Schematical representation of replica symmetry breaking. The upper plot corresponds to the RS Ansatz (left) and 1RSB (right). The plot on the bottom corresponds to a generic K-step RSB.

Lebesgue measure. We will consider piecewise constant functional order parameter, since every regular function in this interval can be approximated with arbitrary precision in this way. Then, given an integer number $K$ of intervals, we have two sequences $q_{0}, q_{1}, \ldots, q_{K}$ and $m_{1}, m_{2}, \ldots, m_{K}$ satisfying

$$
\begin{align*}
& 0=q_{0} \leq q_{1} \leq \ldots \leq q_{K-1} \leq q_{K}=1  \tag{3.58}\\
& 0 \leq m_{1} \leq m_{2} \leq \ldots m_{K} \leq 1 \tag{3.59}
\end{align*}
$$

and such that

$$
x(q)=\left\{\begin{array}{lll}
m_{1} & \text { for } & 0=q_{0} \leq q<q_{1},  \tag{3.60}\\
m_{2} & \text { for } & 0=q_{1} \leq q<q_{2}, \\
\cdots & & \\
m_{K} & \text { for } & 0=q_{K-1} \leq q<q_{K} .
\end{array}\right.
$$

as it is shown in Figure 3.2. The choice of a piecewise constant functional order parameter corresponds to consider replica symmetry breaking to a finite number $K$ of steps in the frame of Parisi theory. For instance, the replica symmetric case is reconstructed by taking

$$
\begin{equation*}
K=2, q_{1}=q, m_{1}=0, m_{2}=1, \tag{3.61}
\end{equation*}
$$

while for the 1-RSB distribution one has to take $K=3$, and so on (see Figure 3.2). Let us now introduce the function $f=f(q, y ; x, \beta)$, depending on the variables $q \in[0,1], y \in \mathbb{R}$, on the functional order parameter $x$ and on the inverse temperature $\beta$. This function should not be confused with the free energy per site in the thermodynamic limit $f(\beta \mid h)$. The formed is indeed defined as the solution of the nonlinear antiparabolic equation

$$
\begin{equation*}
\frac{\partial}{\partial q} f(q, y)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}} f(q, y)+\frac{1}{2} x(q)\left(\frac{\partial}{\partial y} f(q, y)\right)^{2}=0 \tag{3.62}
\end{equation*}
$$

with final condition

$$
\begin{equation*}
f(1, y)=\log \cosh (\beta y) \tag{3.63}
\end{equation*}
$$

For the sake of clearness, here we only stressed the dependence of $f$ on $q$ and $y$. This equation, if we consider $q$ corresponding to the time and $y$ to the position in space, is formally equivalent to a diffusive heat equation when $x(q) \equiv 0$, while it is equivalent to a Hamilton-Jacobi equation with varying mass $(x(q))^{-1}$ if the second-order derivative in $y$ vanishes identically. Let us consider the solution is some simple cases.

- $x \equiv 0$

The solution can be easily obtained starting from Eq. (3.63), adding to $y$ a gaussian variable $z$ weighted with the root $\sqrt{1-q}$, which vanishes at the end of the interval, and integrating over $z$ :

$$
\begin{align*}
f(q, y) & =\int d \mu(z) \log \cosh \beta(y+z \sqrt{1-q})  \tag{3.64}\\
d \mu(z) & \equiv e^{-\frac{z^{2}}{2}} \frac{d z}{\sqrt{2 \pi}}
\end{align*}
$$

- $x \equiv 1$

In this case, taking $f(q, y)=\log \cosh \beta y+a(q)$, with $a(1)=0$, and solving Eq. (3.62) respect to $a$, we find the solution

$$
\begin{equation*}
f(q, y)=\log \cosh \beta y+\frac{1}{2} \beta^{2}(1-q) . \tag{3.65}
\end{equation*}
$$

- $x \equiv x_{\bar{q}}=\left\{\begin{array}{lll}0 & \text { for } & 0 \leq q<\bar{q}, \\ 1 & \text { for } & \bar{q} \leq q \leq 1\end{array}\right.$

Starting from Eq. (3.65), which is valid in the interval $\bar{q} \leq q \leq 1$, we get the final condition for $f(q, y)$ in this interval:

$$
\begin{equation*}
f(\bar{q}, y)=\log \cosh \beta y+\frac{1}{2} \beta^{2}(1-\bar{q}) . \tag{3.66}
\end{equation*}
$$

The solution for $q \in[0, \bar{q}]$ can be found, similarly to the case of $x \equiv 0$, starting from the final condition in $q=\bar{q}$ and then adding to $y$ a properly weighted variable $z$, over which a Gaussian integration is performed. This leads to

$$
\begin{equation*}
f(q, y)=\int d \mu(z) \log \cosh \beta(y+z \sqrt{\bar{q}-q})+\frac{1}{2} \beta^{2}(1-\bar{q}) . \tag{3.67}
\end{equation*}
$$

In the general case, for a piecewise constant $x$ with $x(q)=m_{a}$ for $q_{a-1} \leq q<$ $q_{a}\left(m_{a}>0\right)$, it is convenient to introduce the auxiliary function $g_{a}(q, y)=$ $\exp m_{a} f(q, y)$ satisfying the equation

$$
\begin{equation*}
\frac{\partial}{\partial q} g_{a}(q, y)+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}} g_{a}(q, y)=0 . \tag{3.68}
\end{equation*}
$$

The final condition (3.63) for $g_{K}$ in the last interval is $g_{K}\left(q_{K}, y\right)=\cosh ^{m_{K}} \beta y$, and - as we have jsut seen for $f(q, y)$ in the case $x \equiv 0$ - the solution in the interval $\left[q_{K-2}, q_{K-1}\right]$ is obtained from the final condition, adding to $y$ a properly weighted gaussian variable, and then integrating it

$$
\begin{equation*}
g_{K-1}(q, y)=\int d \mu\left(z_{K}\right) g_{K}\left(q_{K}, y+z_{K} \sqrt{q_{K}-q}\right) \tag{3.69}
\end{equation*}
$$

whence for $q \in\left[q_{K-2}, q_{K-1}\right]$ we have the solution

$$
\begin{equation*}
\exp f(q, y)=\left(\int d \mu\left(z_{K}\right) \exp \left(m_{K} f\left(q_{K}, y+z_{K} \sqrt{q_{K}-q}\right)\right)\right)^{\frac{1}{m_{K}}} \tag{3.70}
\end{equation*}
$$

The general solution for all previous intervals is then found by iterating such an algorithm. Notice that, if $m_{1}=0$, the solution in the corresponding interval can be computed, as we saw for $x=x_{\bar{q}}$, starting from the one valid for $q \in\left[q_{1}, q_{2}\right]$ and integrating it

$$
\begin{equation*}
f(q, y)=\int d \mu\left(z_{1}\right) f\left(q_{1}, y+z_{K} \sqrt{q_{K}-q_{K-1}}+\ldots+z_{1} \sqrt{q_{1}-q}\right) \tag{3.71}
\end{equation*}
$$

which is equivalently obtained from the general formula for a finite $m_{a}$, in the limit $m_{1} \rightarrow 0$. Since any functional order parameter can be approximated (in the $L^{1}$ norm) with piecewise constant $x$, and since it can be shown that $f$ is pointwise continuous with respect to $x$, we can handle mostly with piecewise constant order parameters. This important result is stated in the following

Theorem 3.4. The function $f$ is monotone in $x$ in the sense that

$$
x(q) \leq \bar{x}(q) \forall q \in[0,1] \quad \Rightarrow \quad f(q, y ; x, \beta) \leq f(q, y ; \bar{x}, \beta)
$$

for any $q \in[0,1], y \in R$. Moreover, $f$ is pointwise continuous in the $L^{1}([0,1], d q)$ norm. In fact, for generic $x$ and $\bar{x}$, we have

$$
|f(q, y ; x, \beta)-f(q, y ; \bar{x}, \beta)| \leq \frac{\beta^{2}}{2} \int_{q}^{1}\left|x\left(q^{\prime}\right)-\bar{x}\left(q^{\prime}\right)\right| d q^{\prime}
$$

Once the function $f$ is introduced, we are now ready for the following important definitions.

Definition 3.5. The trial auxiliary function $\bar{\alpha}$, depending on the functional order parameter $x$, is defined as

$$
\begin{equation*}
\bar{\alpha}(\beta, h ; x) \equiv \log 2+f(0, h ; x, \beta)-\frac{\beta^{2}}{2} \int_{0}^{1} q x(q) d q . \tag{3.72}
\end{equation*}
$$

Let us observe that, in this definition, the function $f$ appears evaluated at $q=0$, and $y=h$, where $h$ is the value of the external magnetic field.

Definition 3.6. The Parisi spontaneously broken replica symmetry solution is defined by

$$
\begin{equation*}
\bar{\alpha}(\beta, h) \equiv \inf _{x} \bar{\alpha}(\beta, h ; x), \tag{3.73}
\end{equation*}
$$

where the infimum is taken with respect to all functional order parameters $x$.

The main prediction of Parisi theory is that, for the Sherrington-Kirkpatrick model, this infimum is related to the free energy in the thermodynamic limit as

$$
\begin{equation*}
-\beta f(\beta \mid h)=\lim _{N \rightarrow \infty} N^{-1} \mathbb{E} \log Z_{N}(\beta, h ; J)=\bar{\alpha}(\beta, h) \tag{3.74}
\end{equation*}
$$

Moreover, the functional parameter $x$ realizing the infimum in (3.73) was interpreted by Parisi as the cumulative distribution function associated to the overlap probability distribution $\mathcal{P}(q)$, i.e.

$$
\begin{equation*}
x(q)=\int_{0}^{q} \mathcal{P}\left(q^{\prime}\right) d q^{\prime} \tag{3.75}
\end{equation*}
$$

In other words, if replica symmetry holds, then $\mathcal{P}(q)=\delta(q-\bar{q})$ and the optimal order parameter is just a step function, as in Figure 3.2. The 2-step choice of $x(q)$ corresponds to the first level of broken replica symmetry, and so on. When discussing the replica symmetric solution, we already noticed that the RS free energy is maximized by the proper choice of the parameter $q$. Here, we stress again that, according to (3.73), the trial functional $-\beta \bar{\alpha}(\beta, h ; x)$ has to be maximized over the space of functional order parameter in order to obtain the infinite volume free energy $f(\beta \mid h)$. The usual variational principle of statistical mechanics, which follows from the second principle of thermodynamics, states that the free energy can be obtained through minimization of a suitable free energy functional, on all possible trial states. This means that, for any order parameter $x$ different from the optimal one, $-\beta \bar{\alpha}(\beta, h ; x)$ cannot be interpreted as the free energy associated to some trial state. However, it has been shown that the the value given in the Parisi Ansatz is a lower bound for the quenched average of the free energy, uniformly in the size of the system [58]. Furthermore, in the same paper a sum rule for the difference between the Parisi formula (3.73) and the real free energy was given. Afterwards, this difference has been showed to be vanishing in the thermodynamic limit [126].

### 3.5 Guerra's interpolating scheme

The idea behind the method precisely follows the same reasoning of the CW case (exploited in Section 2.4), despite obvious mathematical differences: to make them clear, we directly introduce the next

Definition 3.7. The interpolating partition function and the (thermody-
namic limit of ) the quenched free energy in the Guerra's scheme read as

$$
\begin{align*}
Z_{N}(\beta, t) & =\sum_{\boldsymbol{\sigma}} \exp \left\{\sqrt{t} \frac{\beta}{\sqrt{N}} \sum_{i<j} J_{i j} \sigma_{i} \sigma_{j}+A \sqrt{1-t} \sum_{i} z_{i} \sigma_{i}\right\},  \tag{3.76}\\
f_{N}(\beta, t) & =-\frac{1}{\beta N} \mathbb{E} \log Z_{N}(\beta, t) . \tag{3.77}
\end{align*}
$$

Of course, one can also defined the (disorder-dependent) Boltzmann factor $B_{N}(t)$ and the Boltzmann-Gibbs state $\omega_{t}(\cdot)$ in perfect analogy to the CW model:

$$
\begin{aligned}
B_{N}(t) & =\exp \left\{\sqrt{t} \frac{\beta}{\sqrt{N}} \sum_{i<j} J_{i j} \sigma_{i} \sigma_{j}+A \sqrt{1-t} \sum_{i} z_{i} \sigma_{i}\right\}, \\
\omega_{t}(F) & =\frac{\sum_{\boldsymbol{\sigma}} F(\boldsymbol{\sigma}) B_{N}(t)}{\sum_{\boldsymbol{\sigma}} B_{N}(t)}
\end{aligned}
$$

Finally, one can define the (thermodynamic limit of the) statistical pressure in the usual way $\alpha_{N}(\beta, t)=-\beta f_{N}(\beta, t)$. Of course, the original system is reproduced at $t=1$, while for $t=0$ we replaced the problem with a onebody interacting system. The quenched free energy of the SK model (in the thermodynamic limit) is therefore given by the sum rule

$$
\begin{equation*}
f(\beta) \equiv f(\beta, t=1)=f(\beta, t=0)+\int_{0}^{1} d s\left[\partial_{t} f(\beta, t)\right]_{t=s} \tag{3.78}
\end{equation*}
$$

Some comments are in order here. First of all, the main difference w.r.t. the CW interpolation scheme is that, here, each spin is subjected to a different external field $z_{i}$ (which is however chosen to share the same Gaussian distribution for all the sites). In the CW model, this feature was not needed since all the couplings were equal (this can be seen as Gaussian distributions collapsing to Dirac deltas). Then, in order to have a $z$-independent partition function, we should also average over the $z$ realizations. Moreover, we also stress that, w.r.t. the CW model, the interpolating parameter appears through square roots. This is needed because, in the computation, we should use the integration by parts formula over quenched disorder, so this choice is used to precisely cancel unwanted factors. ${ }^{1}$ The coefficient $A$ in the definition of the generalized partition function will be determined later. As a final note, we again omitted the dependence of previous quantities on the quenched disored $\boldsymbol{J}$ and $\boldsymbol{z}$ to make the notation more compact.

[^11]The derivative of the generalized free energy with respect to the interpolating parameter $t$ is:

$$
\begin{equation*}
\frac{d f(\beta, t)}{d t}=-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \mathbb{E}\left(\frac{1}{2 \sqrt{t}} \frac{\beta}{\sqrt{N}} \sum_{i<j} J_{i j} \omega_{t}\left(\sigma_{i} \sigma_{j}\right)-\frac{A}{2 \sqrt{1-t}} \sum_{i} z_{i} \omega_{t}\left(\sigma_{i}\right)\right) \tag{3.79}
\end{equation*}
$$

Then, integrating by parts w.r.t. to the variables $J_{i j}$ and $z_{i}$, we have

$$
\begin{equation*}
\frac{d f(\beta, t)}{d t}=-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \mathbb{E}\left(\frac{\beta^{2}}{4 N} \sum_{i j}\left(1-\omega_{t}\left(\sigma_{i} \sigma_{j}\right)^{2}\right)-\frac{A^{2}}{2} \sum_{i}\left(1-\omega_{t}\left(\sigma_{i}\right)^{2}\right)\right) \tag{3.80}
\end{equation*}
$$

The next point in the resolution is to note that the squares of spin correlation functions can be linked to the order parameter of SK model by expressing them in terms of the $\langle\cdot\rangle$ averages previously defined. Indeed, we have

$$
\begin{align*}
\sum_{i} \mathbb{E} \omega_{t}\left(\sigma_{i}\right)^{2} & =\sum_{i} \mathbb{E} \omega_{t}^{(1)} \times \omega_{t}^{(2)}\left(\sigma_{i}^{(1)} \sigma_{i}^{(2)}\right)=N\left\langle q_{12}\right\rangle_{t}  \tag{3.81}\\
\sum_{i} \mathbb{E} \omega_{t}\left(\sigma_{i} \sigma_{j}\right)^{2} & =\sum_{i} \mathbb{E} \omega_{t}^{(1)} \times \omega_{t}^{(2)}\left(\sigma_{i}^{(1)} \sigma_{i}^{(2)} \sigma_{j}^{(1)} \sigma_{j}^{(2)}\right)=N^{2}\left\langle q_{12}^{2}\right\rangle_{t} . \tag{3.82}
\end{align*}
$$

Therefore, the derivative of the interpolating free energy is

$$
\begin{equation*}
\frac{d f(\beta, t)}{d t}=-\frac{\beta}{4} \lim _{N \rightarrow \infty} \mathbb{E}\left(1-\left\langle q_{12}^{2}\right\rangle_{t}-\frac{2 A^{2}}{\beta^{2}}\left(1-\left\langle q_{12}\right\rangle_{t}\right)\right) \tag{3.83}
\end{equation*}
$$

Choosing now $A=\beta \sqrt{q}$, where $q$ is the thermodynamic value of the overlap (meaning that we are assuming the replica symmetric Ansatz since, in the thermodynamic limit, it does not fluctuate), we have

$$
\begin{equation*}
\frac{d f(\beta, t)}{d t}=\frac{\beta}{4} \lim _{N \rightarrow \infty} \mathbb{E}\left(\left\langle\left(q_{12}-q\right)^{2}\right\rangle_{t}-(1-q)^{2}\right) \tag{3.84}
\end{equation*}
$$

In the thermodynamic limit and in the replica symmetry regime, the overlap assumes its thermodynamic value $q$ with probability 1 . Therefore, the first term in the last equation goes to zero, leaving only with

$$
\begin{equation*}
\frac{d f(\beta, t)}{d t}=-\frac{\beta}{4}(q-1)^{2} . \tag{3.85}
\end{equation*}
$$

The computation of the $t=0$ case is straightforward, since it is a one-body problem with Gaussian disorder. Indeed, we easily get

$$
\begin{align*}
f(\beta, 0) & =-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \mathbb{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(A \sum_{i} z_{i} \sigma_{i}\right)= \\
& =-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \sum_{i} \mathbb{E} \log 2 \cosh \left(A z_{i}\right) \tag{3.86}
\end{align*}
$$

In this last equation, the quenched average involves only the $z$ variables. The result of this integration is actually independent on the index $i$. Therefore, by recalling the choice for the parameter $A$, this directly implies that

$$
\begin{equation*}
f(\beta, 0)=-\frac{1}{\beta} \mathbb{E} \log 2 \cosh (\beta \sqrt{q} z) \tag{3.87}
\end{equation*}
$$

By putting everything together according to the sum rule (3.78) and making the Gaussian integration explicit, we get the next

Theorem 3.5. The explicit expression for the SK pressure in terms of the two replica overlap, in the thermodynamic limit and under the replica symmetric assumption, reads as

$$
\begin{equation*}
f_{R S}(\beta)=-\frac{1}{\beta} \int_{-\infty}^{+\infty} d \mu(z) \log 2 \cosh (\beta \sqrt{q} z)-\frac{\beta}{4}(1-q)^{2} . \tag{3.88}
\end{equation*}
$$

The latter equation precisely reproduce the replica trick prediction (3.47) with vanishing external field $h=0$.

### 3.6 The Hamilton-Jabobi formalism

In this Section, we will use the Hamilton-Jacobi framework used in section 2.5 in order to the Sherrington-Kirkpatrick mean field spin glass model. Again, we are interested in an explicit expression for the quenched free energy $f(\beta)$ (or better the pressure $\alpha(\beta)$ ) in the thermodynamic limit.

Mirroring Section 2.5, we introduce two fictitious spacetime coordinates $t$ and $x$, so that we can make the following

Definition 3.8. The Guerra interpolating function in the Hamilton-Jacobi approach to the mean field spin-glass model is

$$
\begin{equation*}
\alpha_{N}(t, x)=\frac{1}{N} \mathbb{E} \log \sum_{\sigma} \exp \left\{\sqrt{\frac{t}{N}} \sum_{i<j} J_{i j} \sigma_{i} \sigma_{j}+\sqrt{x} \sum_{i=1}^{N} J_{i}^{1} \sigma_{i}\right\}, \tag{3.89}
\end{equation*}
$$

where $J_{i}^{1}, \forall i=1, \ldots, N$, are independently and identically distributed unitary Gaussian random variables.

The pressure (in the vanishing external field case) is recovered whenever evaluating $\alpha_{N}(t, x)$ at $t=\beta^{2}, x=0$. However, w.r.t. the CW model, for the SK the pressure $\alpha_{N}(\beta, h)$ is directly connected to the action $S_{N}(t, x)$ of a Hamilton-Jacobi equation, but it is not the action itself. Indeed, the action is obtained by performing a linear transformation in the $\{t, x\}$ plane on the pressure. This fact is formalized in the following

Definition 3.9. The Guerra action $S_{N}(t, x)$ for the SK model is

$$
\begin{equation*}
S_{N}(t, x)=2 \alpha_{N}(t, x)-x-\frac{t}{2} \tag{3.90}
\end{equation*}
$$

By direct computations, we can see that the following relations hold:

$$
\begin{align*}
\partial_{t} S_{N}(t, x) & =-\frac{1}{2}\left\langle q_{12}^{2}\right\rangle_{t, x},  \tag{3.91}\\
\partial_{x} S_{N}(t, x) & =-\left\langle q_{12}\right\rangle_{t, x} .
\end{align*}
$$

To proceed, we need to introduce the potentials

$$
\begin{aligned}
& V_{0}(t, x)=\frac{1}{2}\left(\left\langle q_{12}^{2}\right\rangle-\left\langle q_{12}\right\rangle^{2}\right) \\
& V_{1}(t, x)=-\frac{1}{2}\left(\left\langle q_{12}^{2}\right\rangle-4\left\langle q_{12} q_{23}\right\rangle+3\left\langle q_{12} q_{34}\right\rangle\right) .
\end{aligned}
$$

By direct construction, it is straightforward to check that the following proposition holds:

Proposition 3.2. The Guerra action for the SK model obeys the following Hamilton-Jacobi PDE:

$$
\begin{equation*}
\frac{\partial S_{N}(t, x)}{\partial t}+\frac{1}{2}\left(\frac{\partial S_{N}(t, x)}{\partial x}\right)^{2}-\frac{1}{2}\left(\left\langle q_{12}^{2}\right\rangle-\left\langle q_{12}\right\rangle^{2}\right) \equiv-V_{0}(t, x) . \tag{3.92}
\end{equation*}
$$

If we add a vanishing (in the thermodynamic limit) potential, containing the second derivative of $S_{N}(t, x)$, such as

$$
\lim _{N \rightarrow \infty} \frac{1}{2 N} \frac{\partial^{2} S_{N}(t, x)}{\partial x^{2}} \equiv V_{1}(t, x)=0
$$

and assuming the replica symmetric scheme, where $\lim _{N \rightarrow \infty}\left(\left\langle q_{12}^{2}\right\rangle-\left\langle q_{12}\right\rangle^{2}\right)=$ 0 , we can easily check that the action $S_{N}(t, x)$ satisfies the differential equation

$$
\lim _{N \rightarrow \infty}\left(\partial_{t} S_{N}(t, x)+\frac{1}{2}\left(\partial_{x} S_{N}(t, x)\right)^{2}-\frac{1}{2 N} \partial_{x x}^{2} S_{N}(t, x)\right)=0 .
$$

A direct comparison shows that this differential equation is the same as the CW case, so that we can solve it easily with the usual Cole-Hopf transform. A reminder to Parisi theory is in order here: as discussed in detail in [19], since the overlap is not self-averaging in the true solution of the SK model [93], we force $V_{0}(t, x)$ to be zero in order to get straightforwardly the replica-symmetric solution. On the other hand, $V_{1}(t, x)$ is always zero in the
thermodynamic limit (and of course reduces to an elementary identity once read in the RS framework [56]). We stress that it is not strictly necessary to solve this problem where $V_{0}(t, x)$ and $V_{1}(t, x)$ are pasted in the same equation, since we could split the standard Hamilton-Jacobi equation for the Guerra action from the constraint $\frac{1}{2 N} \frac{\partial^{2} S_{N}(t, x)}{\partial^{2} x}=0$. However, such a "compact procedure" allows to obtain the RS free energy solving a Fourier problem (with all its related know-now) for its Cole-Hopf transform.

To compute explicitly $V_{1}(t, x)$, it is convenient to introduce the $x$-streaming relative to a generic observable $F$ which depends on $s$ replicas as [59]

$$
\partial_{x}\left\langle F_{s}\right\rangle=N\left\langle F\left(\sum_{a b}^{s} q_{a b}-s \sum_{a}^{s} q_{a s+1}+\frac{s(s+1)}{2} q_{s+1, s+2}\right)\right\rangle .
$$

Hence, remembering from (3.91) that $\partial_{x} S_{N}(x, t)=-\left\langle q_{12}\right\rangle$, we get

$$
\begin{equation*}
-\lim _{N \rightarrow \infty} \frac{1}{N} \partial_{x x}^{2} S_{N}(t, x)=\lim _{N \rightarrow \infty}\left(\left\langle q_{12}^{2}\right\rangle-4\left\langle q_{12} q_{23}\right\rangle+3\left\langle q_{12} q_{34}\right\rangle\right)=0 . \tag{3.93}
\end{equation*}
$$

As we did for the CW model, we can solve the Burgers-like equation for the action

$$
\partial_{t} S_{N}(t, x)+\frac{1}{2}\left(\partial_{x} S_{N}(t, x)\right)^{2}-\frac{1}{2 N} \partial_{x x}^{2} S_{N}(t, x)=0
$$

mapping the latter into a Fourier equation via the Cole-Hopf transform, namely

$$
\Phi_{N}(t, x)=e^{-N S_{N}(t, x)} .
$$

Of course, the Cole-Hopf transform of Guerra action satisfies the heat equation

$$
\begin{equation*}
\frac{\partial \Phi_{N}(t, x)}{\partial t}-\frac{1}{2 N} \frac{\partial^{2} \Phi_{N}(t, x)}{\partial x^{2}}=0 \tag{3.94}
\end{equation*}
$$

Denoting with $\hat{\Phi}_{N}(t, k)$ the Fourier transform of $\Phi_{N}(t, x)$, defined by equation (2.31), as in the CW case we have the algebraic equation

$$
\partial_{t} \hat{\Phi}_{N}(t, k)+\frac{k^{2}}{2 N} \hat{\Phi}_{N}(t, k)=0 .
$$

Using $\Phi_{0}(k)$ to denote the Cauchy initial condition, we arrive at the solution in the Fourier space

$$
\begin{equation*}
\hat{\Phi}_{N}(t, k)=\hat{\Phi}_{0}(k) e^{-\frac{k^{2}}{2 N} t} \tag{3.95}
\end{equation*}
$$

The solution in the original space is obtained by simple application of the Convolution Theorem:

$$
\begin{equation*}
\Phi_{N}(t, x)=\int d y G_{t}(x-y) \Phi_{0}(y)=\sqrt{\frac{N}{2 \pi t}} \int d y e^{-N \frac{(x-y)^{2}}{2 t}} \Phi_{0}(y) \tag{3.96}
\end{equation*}
$$

where $G_{t}(x-y)$ is the Green propagator (defined in (2.33)) and

$$
\Phi_{0}(y)=e^{-N S_{0}(y)}
$$

From the definition of the interpolating function (3.89) and from the definition (3.90), we can directly get the expression for $S_{0}(y)$, which reads

$$
S_{0}(y)=2 \ln 2+2 \int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \ln \cosh (\sqrt{y} z)-y
$$

By direct substitution, we easily obtain

$$
\begin{aligned}
S_{N}(t, x)=-\frac{1}{N} \ln \Phi_{N}(t & , x)=-\frac{1}{N} \ln \sqrt{\frac{N}{2 \pi t}} \int d y \exp \left\{-N\left(\frac{(x-y)^{2}}{2 t}+\right.\right. \\
& \left.\left.+2 \ln 2+2 \int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \ln \cosh (z \sqrt{y})-y\right)\right\}
\end{aligned}
$$

Once computed in the thermodynamic limit $N \rightarrow \infty$ by means of the saddle point method, this expression reads

$$
\begin{align*}
S(t, x) & =\inf _{y}\left\{\frac{(x-y)^{2}}{2 t}+S_{0}(y)\right\}= \\
& =\inf _{y}\left\{\frac{(x-y)^{2}}{2 t}+2 \ln 2+2 \int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \ln \cosh (z \sqrt{y})-y\right\} . \tag{3.97}
\end{align*}
$$

We now denote by $\hat{y}(t, x)$ the location where the infimum in (3.97) is achieved. As we are going to show, its inverse $x(t, y)$ is the location at time $t$ of the fictitious particle initially at $y$. To do this, we observe that the previous maximizing condition can also be expressed as:

$$
\begin{equation*}
S(t, x)-\frac{x^{2}}{2 t}=-\sup _{y}\left\{\phi_{0}(y)+\frac{x y}{t}\right\} \tag{3.98}
\end{equation*}
$$

where $\phi_{0}(y)=-y^{2} / 2 t-S_{0}(y)$. Hence, the solution of the Burgers-like equation can be expressed again in terms of a Legendre transform of $\phi_{0}(y)$. From the extremal condition, we get

$$
\begin{equation*}
x=\hat{y}-t \int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \tanh ^{2}(\sqrt{\hat{y}} z)=\hat{y}+t u(t, x) \tag{3.99}
\end{equation*}
$$

with $\hat{y}$ maximizer. The last equality holds because - in the thermodynamic limit - the Burgers equation becomes inviscid, hence trajectories represent

Galilean motion with a velocity $u(t, x)$ given explicitly by the previous expression. Under the replica symmetric assumption, from equation (3.91) and the definition of $u(t, x)=\partial_{x} S(t, x)$, in the thermodynamic limit we can finally recover the self-consistent equation for the overlap

$$
u(t, x)=\partial_{x} S(t, x)=-\left\langle q_{12}\right\rangle_{t, x}=-\int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \tanh ^{2}(z \sqrt{\hat{y}(t, x)})
$$

whose are the order parameter values minimizing the free energy, thus giving the exact value of this quantity in the thermodynamic limit. To recover statistical mechanics, we need to evaluate everything at $x=0$ (e.g. in equation (3.99)), so that the value of $\hat{y}_{0}=t q$ that maximizes the expression (3.98) is

$$
\hat{y}_{0}=t q=t \int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \tanh ^{2}(z \sqrt{t q})
$$

This translates in the self-consistency equation for the order parameter $q$ given by

$$
\begin{equation*}
q=\int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \tanh ^{2}(z \sqrt{t q}) \tag{3.100}
\end{equation*}
$$

Going back to equation (3.97), with $\hat{y}$ maximizer, we finally have

$$
S(x, t)=\frac{(x-\hat{y})^{2}}{2 t}+2 \ln 2+2 \int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \ln \cosh (z \sqrt{\hat{y}})-\hat{y}
$$

Evaluating everything at $x=0$ and $t=\beta^{2}$ (thus we use the relation $\hat{y}_{0}=q \beta^{2}$ ) we can finally state:

Theorem 3.6. The replica symmetric thermodynamic limit of the SK free energy density of the mean field spin-glass model is determined by the minimum value of

$$
f(\beta)=-\frac{1}{\beta} \alpha(\beta),
$$

where

$$
\begin{equation*}
\alpha(\beta)=\ln 2+\int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} e^{-z^{2} / 2} \ln \cosh (\beta \sqrt{q} z)+\frac{\beta^{2}}{4}(1-q)^{2} . \tag{3.101}
\end{equation*}
$$

Part Two: Statistical Mechanics for Information Storage and Retrieve

## Chapter 4

## Retrival phase of AI: the Hopfield network

Neural network models are complex systems designed on the basis on the associative memory notion and on the principle that stable neural activities encode retrieved patterns of information (e.g. images). By associative memory we mean the ability of cortical modules in mammals' brain to remember names, objects, faces, scheme, etc. (i.e. patterns of information generally speaking) starting from incomplete or corrupted data supply. Let us illustrate hereafter a very minimal description about how the neural system works (following the milestone by Amit [11]) obviously, still from a modelling perspective.

Neurons can be considered as big cells, called soma, covered by a membrane to which are attached different fibres emitting electrical spikes generated from the neuron itself. The outgoing signal passes through a bigger fibre conduct called the axon. The latter splits into smaller channels that are attached, through the dendrites, to the external membrane of other neurons. The point of conjunction of the dendrites with the recipient neuron is called synapse. When a neuron is active, it emits an electrical wave propagating across the different dendrites. At the end of this process, a new electrical potential on the synapse of the recipient neurons. The emission of these packs happen when the total synaptic potential, i.e. the sum of the potentials received from other neurons, is higher than a certain activation threshold $\bar{h}$ and are active at random times (asynchronous dynamic). In 1949, D. Hebb pointed out the fact that neural pathways are strengthened each time they are used, a concept fundamentally essential to the ways in which humans learn. If two nerves fire at the same time - he argued - then the connection between them is enhanced [128]. The total number of neurons in the human
brain is between $10^{9}$ and $10^{10}$, and each neuron is generally connected to $10^{4}$ other neurons through dendrites. A bridge between neuron dynamics and memory processes has been made thanks to Y. Miyashita's experiments (1988) [95], in which a trained monkey showed neural activity in a well defined region once a picture is presented for the first time. The same group of neurons reactivates when the monkey sees the same typology of images.

The theoretical prototype for a wide class of associative memory models is the Hopfield network [65]. It is a strongly stylized version of a cortical module which is based on the basic assumptions that

- There are essentially two types of variables: neurons (nodes in the neural network) and synapses (links between the nodes). These variables live on very separate time scales, so that we can question about neural dynamics and emerging properties of networks of interacting neurons keeping quenched the synapses;
- There is just one type of neurons and it is represented as a binary variables (e.g. Ising spins or Boolean variables), whose possible values represent respectively its firing $(+1)$ or its quiescent ( -1 ) states;
- The synapses are both excitatory and inhibitory. On average, the $50 \%$ of them are positive (excitatory) and the remaining $50 \%$ negative, i.e. inhibitory, leaving the bulk of the Hopfield paradigm stable. While the different nature of the synapses is a biological must, the balanced ratio is instead biologically unreasonable, since we know that there is a larger fraction in inhibitory contributions (but this simplification has been already overcome a long time ago [11]);
- The interactions are assumed to be symmetric, i.e. $J_{i j}=J_{j i}$. Again, this is false from the biological point of view (Dale law actually states the opposite [128]). However, as masterfully discussed by Amit, this wrong assumption is one of the most clever starting point in order to construct a reference framework: this is because - as long as the couplings are symmetric - the detailed balance holds and any - reasonably not pathological - stochastic neural dynamics converges to the Gibbs measure for an opportune cost-function, e.g. the Hopfield Hamiltonian [37].

In the first part of the present Chapter, we first give a mathematical glance at the Hopfield network and the statistical mechanical quantities that we need to tackle its emergent properties. After that, we illustrate the connection between the models that we studied in the previous chapters (i.e. the

Curie-Weiss model and the Sherrington-Kirkpatrick mean field spin glass) and the Hopfield network, thus justifying the previous discussion and therefore motivating the key role they (i.e. CW and SK) actually play as "limiting cases" for the behaviour of the Hopfield model (respectively, for too few and too many stored patterns). Then, we will approach the Gibbs measure of the Hopfield model from a purely inferential perspective (this is to justify why we should keep an equilibrium effective description of a phenomenon that appears far from equilibrium). Finally, we will address the problem of pattern storage via the signal-to-noise technique, closing the descriptive part of the properties of the Hopfield network. In the second part, we will address the problem of obtaining a phase diagram for Hopfield model by heavily relying upon the statistical mechanical techniques we have shown so far (mainly replica trick and interpolation method), focusing on various types of information processing (ranging from storing digital to real patterns).

### 4.1 Generalities

We consider a fully connected neural network consisting in $N$ neurons. To each of them $i$ is assigned a dichotomic variable $\sigma_{i}$ whose possible values represent the active $\left(\sigma_{i}=+1\right)$ or quiescent $\left(\sigma_{i}=-1\right)$ states. It is worth noticing that the mean field approximation is here not as rude as in Physics of many-body systems (since neurons are effectively highly connected and each neuron in the cortex may share connections with up to $O\left(10^{6}\right)$ peers). Of course, we shall not consider this as a model of the brain network as a whole, but rather of the small different regions involved with the memorization of patterns.

We start our discussion by giving the following
Definition 4.1. The synaptic potential $h_{i}$ that the $i$-th neuron receives from the other $N-1$ is defined as

$$
h_{i}=\sum_{\substack{j=1 \\ j \neq i}}^{N} J_{i j} \sigma_{j},
$$

where $J_{i j}$, the synaptic matrix, codes the intensity of the synaptic action of neuron $j$ over neuron $i$.

Associative memory models are built to recognize a certain group of words or patterns, so the next step is to formalize how the information is encoded in neural networks. A pattern is defined as a sequence of random variables
$\xi=\left(\xi_{1}, \ldots, \xi_{N}\right)$. In this thesis, we will mainly work with Boolean and Gaussian patterns, namely patterns whose entries are extracted according to a given probability distribution, respectively $\mathcal{P}\left(\xi_{i}=+1\right)=\mathcal{P}\left(\xi_{i}=-1\right)=1 / 2$ $\forall i$ for the Boolean case and $\mathcal{P}\left(\xi_{i}\right)=\mathcal{N}(0,1) \forall i$ in the Gaussian one. All the patterns we will deal with will share the same length $N$. Since we want to store several patterns, we have to introduce another index to labelling different words: $\left\{\xi^{1}, \ldots, \xi^{P}\right\}$. In doing this, we shall assume that each $\xi_{i}^{\mu}$ is independent from the others.

The choice of the synaptic coupling $J_{i j} \forall i, j=1, \ldots, N$ ensuring the local attractiveness of each pattern under the neural dynamics (see [101]) is the one incorporating Hebb's learning rule, i.e.

$$
\begin{equation*}
J_{i j}=\frac{1}{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \tag{4.1}
\end{equation*}
$$

Once we specified the nature of dynamical variables and the interaction matrix, we can start by introducing the Hamiltonian for the Hopfield model.

Definition 4.2. The Hamiltonian (or cost function in Machine Learning jargon) of the Hopfield model equipped with $N$ neurons $\sigma_{i}, i \in(1, \ldots, N)$ and $P$ patterns $\xi^{\mu}, \mu \in(1, \ldots, P)$ is

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{N} \sum_{\mu=1}^{P} \sum_{1 \leq i<j \leq N} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j} . \tag{4.2}
\end{equation*}
$$

The next step is to introduce a set spin-dependent quantities measuring the resemblance of a given network configuration with the stored patterns. These quantities will clearly play the role of order parameters for the Hopfield model.

Definition 4.3. We define $P$ overlaps $m_{\mu}, \mu \in(1, \ldots, P)$ between the patterns and the neurons, also called Mattis magnetizations, as

$$
\begin{equation*}
m_{\mu}(\boldsymbol{\sigma}) \doteq m_{\mu}=\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} \in[-1,1] . \tag{4.3}
\end{equation*}
$$

The Hamiltonian can be nicely written in terms of these order parameters as

$$
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}) \sim-\frac{N}{2} \sum_{\mu=1}^{P} m_{\mu}^{2}
$$

It is then crystal clear that, in order for the energy to be minimized, it is more convenient for some $m_{\mu}$ to equal to +1 (or -1 because of the spin-flip symmetry $\sigma_{i} \rightarrow-\sigma_{i}$ ) meaning that the neurons are all parallel to the pattern, thus indicating a retrieving behaviour.

### 4.2 The CW and the SK limits

In this Section, we illustrate the connection between the Hopfield model and the two models we studied in Chapters 2 and 3, namely the Curie-Weiss and the Sherrington-Kirkpatrick.

The mathematical models of associative memory systems are built in such a way that the distribution of neural activity at an equilibrium state is a codification of a recognized image or notion. In particular, the act of retrieving stored data from partial informations is strictly correlated to finding the minimum values of the system energy. The Sherrington-Kirkpatrick model displays a large number of energy minima (as expected for a cognitive system), yet it is not suitable to act as a associative memory model since its equilibrium states are too "disordered". The Hamiltonian introduced above presents global minima which are not purely random like those in SK (since they must represent ordered stored patterns, a feature which resembles the CW model), but the amount of these minima must be possibly extensive in the number of spins/neurons $N$. Therefore, a reasonable associative neural network should be designed in order to retain a "ferromagnetic flavor" within a "glassy panorama", i.e. we need something in between. Remarkably, the Hopfield model defined by (4.2) lies exactly in between a Curie-Weiss model and a Sherrington-Kirkpatrick model. Let us clarify this point.

## From the CW to Hopfield

By comparing (2.1) and (4.2), and in particular their expression through the order parameters, we can firstly observe that CW model can be interpreted as an (actually very rudimental) model of a neural network where $N$ neurons collaborate to store one pattern of information (together with its spin-flip symmetric partner). Such information patterns, which are built of by all the same numbers (for instance, the sequences $+1,+1, \ldots,+1$ and $-1,-1, \ldots,-1$ ), beyond containing no information by Shannon compression arguments, in turn they represent pathological behaviours (since all the neurons are simultaneously firing or silent). This last criticism can be easily overcome thanks to the Mattis-gauge, namely a re-definition of the neurons as

$$
\sigma_{i} \longmapsto \xi_{i} \sigma_{i},
$$

where $\xi_{i}= \pm 1$ are quenched random entries extracted with equal probability.

Definition 4.4. The Mattis Hamiltonian reads as

$$
H_{N}^{\text {Mattis }}(\boldsymbol{\sigma}, \xi)=-\frac{1}{N} \sum_{i=1}^{N} \xi_{i} \xi_{j} \sigma_{i} \sigma_{j} .
$$

The Mattis magnetization is defined as

$$
m_{M}=\frac{1}{N} \sum_{i=1}^{N} \xi_{i} \sigma_{i}
$$

In order to inspect the network properties in its lowest energy minima, we perform a comparison with the CW model in the noiseless case $\beta \rightarrow \infty$. In terms of the (standard) magnetization, the Curie-Weiss model reads as $H_{N}(\boldsymbol{\sigma}) \simeq-N m^{2} / 2$ and, analogously for $H_{N}^{M}(\boldsymbol{\sigma}, \xi)$ we have

$$
H_{N}^{M}(\boldsymbol{\sigma}, \xi) \simeq-\frac{N}{2} m_{M}^{2}
$$

It is then clear that, in the low noise limit (where collective properties may emerge), as the minimum of free energy is achieved in the Curie-Weiss model for $m \rightarrow \pm 1$, the same holds in the Mattis model for $m_{M} \rightarrow \pm 1$. The only difference lies in the fact that, in the latter case, spins tend to align in parallel (or anti-parallel) to the vector $\xi$. For instance, if the pattern $\xi$ is, say, $\xi=(+1,-1,-1,-1,+1,+1)$ in a model with $N=6$, the equilibrium configurations of the network will be $\boldsymbol{\sigma}=(+1,-1,-1,-1,+1,+1)$ and the spin-flip symmetric partner $\boldsymbol{\sigma}=(-1,+1,+1,+1,-1,-1)$. Thus, the network relaxes autonomously to a state where some of its neurons are firing while others are quiescent, as prescribed by the stored pattern $\xi$. We stress that, as the entries of the vectors $\xi$ are chosen randomly to be $\pm 1$ with equal probability, the retrieval of free energy minimum now corresponds to a spin configuration which is also the most entropic for the Shannon-McMillan argument. Thus, both the most likely and the most difficult to handle (as its information compression is no longer possible).

Two remarks are in order. At this point, one would be tempted to call the spins $\sigma_{i}$ neurons, but it is definitely inconvenient to build a network via $N$ spins/neurons, which are further meant to be diverging (i.e. $N \rightarrow \infty$ ), in order to handle one stored pattern of information only. Along the theoretical physics route, overcoming this limitation is quite natural (as provides the Hebbian prescription): if we want a network able to cope with $P$ patterns, the simplest Hamiltonian should simply be the sum of Mattis Hamiltonians over these stored patterns, namely

$$
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{N} \sum_{1 \leq i, j \leq N}\left(\sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu}\right) \sigma_{i} \sigma_{j}
$$

thus recovering the definition (4.2) for the Hopfield network Hamiltonian. Therefore, we can conclude that the Curie-Weiss network can be interpreted as a Hopfield neural network where solely one trivial pattern can be handled.

## From the SK to Hopfield

Despite the extension to the case $P>1$ is formally straightforward, the investigation of the system as $P$ grows becomes by far more tricky. Indeed, neural networks belong to the so-called "complex system" realm. Complex properties can be distinguished by simple behaviours with the fact fact that for the latter the number of free-energy minima of the system does not scale with the volume $N$, while for complex systems the opposite feature takes place according to a proper function of $N$. In particular, the CurieWeiss/Mattis model has two minima only, whatever $N$ (even if $N \rightarrow \infty$ ), thus constituting the paradigmatic example for a simple system. On the other side, in the previous Chapter 3 we introduced the prototype of complex systems, the Sherrington-Kirkpatrick model. It presents an amount of minima scaling as $\sim e^{c N}$ (with $c$ not depending on $N$ ).

We remind that the SK Hamiltonian (3.2) is built with a interaction matrix $\boldsymbol{J}$ whose entries $J_{i j} \sim \mathcal{N}(0,1)$. This implies that couplings can be either positive (hence favouring parallel spin configurations) as well as negative (encouraging anti-parallel spin configuration). Thus, in the thermodynamic limit, spins will receive conflicting signals with large probability, so we speak about "frustrated networks". Indeed frustration, the hallmark of complexity, is fundamental in order to split the phase space in several disconnected zones, i.e. in order to have several minima (or several stored patterns in neural network language). The mean field statistical mechanics for the low-noise behavior of spin-glasses has been first described by Parisi and it predicts a hierarchical organization of states and a relaxation dynamic spread over many timescales. Here, we just need to know that their natural order parameter is no longer the magnetization (since these systems do not magnetize), but the replica overlap $Q_{a b}$ introduced in the previous Chapter. Spin-glasses are balanced ensembles of ferromagnets and antiferromagnets and, as a consequence, the magnetization $m$ is always equal to zero. On the other hand, a comparison between two realizations of the system (pertaining to the same coupling set) is meaningful, since at large temperatures it is expected to be zero, as everything is uncorrelated, but at low temperature their overlap is strictly non-vanishing, as spins freeze in disordered but correlated states. More precisely, given two "replicas" of the system, labeled as $a$ and $b$ and with overlap $Q_{a b}$, the mean-field spin glass has a completely random param-
agnetic phase with $\langle q\rangle \equiv 0$, and a "glassy phase" with $\langle q\rangle>0$. These phase are split by a phase transition at $\beta_{c}=T_{c}=1$.

We showed above how, when $P=1$ the Hopfield model (with boolean patterns) recovers the Mattis model (which is nothing but a gauge-transformed Curie-Weiss model). Conversely, when $P \rightarrow \infty$,

$$
\frac{1}{\sqrt{N}} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \longrightarrow \mathcal{N}(0,1)
$$

by virtue of the standard central limit theorem, so that the Hopfield model recovers the Sherrington-Kirkpatrick one. To understand this point, we start by considering the Hebb construction of the synaptic strength

$$
\begin{equation*}
J_{i j}=\frac{1}{N} \sum_{\mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \tag{4.4}
\end{equation*}
$$

where each pattern bit is extracted (in our analysis) with probability $\mathcal{P}\left(\xi_{i}^{\mu}=\right.$ $\pm 1)=1 / 2$. Since each pattern independently and identically distributed (i.i.d.), this directly implies that $\mathcal{P}\left(\xi_{i}^{\mu} \xi_{j}^{\mu}= \pm 1\right)=1 / 2$ itself, meaning that $\mathbb{E} \xi_{i}^{\mu} \xi_{j}^{\mu}=0$ and $\operatorname{Var}\left(\xi_{i}^{\mu} \xi_{j}^{\mu}\right)=1$. When summing a large number of such variables, they should be described (in agreement with the central limit theorem, CLT) with a Gaussian distribution. Indeed

Theorem 4.1 (Central Limit Theorem). Consider a set $X_{1}, \ldots, X_{n}$ of i.i.d. random variables with mean $\mu_{i}$ and variance $\sigma_{i}^{2}<\infty$, and call

$$
\begin{equation*}
s_{n}^{2}=\sum_{i=1}^{n} \sigma_{i}^{2} . \tag{4.5}
\end{equation*}
$$

If, for some $\delta>0$, the Lyapunov condition is satisfied

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{s_{n}^{2+\delta}} \sum_{i=1}^{n} \mathbb{E}\left[\left|X_{i}-\mu_{i}\right|^{2+\delta}\right]=0 \tag{4.6}
\end{equation*}
$$

then the quantity $s_{n}^{-1} \sum_{i}\left(X_{i}-\mu_{i}\right)$ converges (in distributional sense) to $\mathcal{N}(0,1)$.
The Hebb coupling matrix can be rewritten as $J_{i j}=\sqrt{\frac{\lambda_{N}}{N}} \tilde{J}_{i j}$, where

$$
\begin{equation*}
\tilde{J}_{i j}=\frac{1}{\sqrt{P}} \sum_{\mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \tag{4.7}
\end{equation*}
$$

and $\lambda_{N}=P / N$ is the storage capacity (at finite $N$ ). ${ }^{1}$ Now, since the variables $\xi_{i}^{\mu} \xi_{j}^{\mu}$ have zero mean and variance 1 , we have $s_{n}=P^{-1 / 2}$. It is straightforward to verify that such a sample of variables satisfy the Lyapunov condition for all $\delta>0$. Thus, for large $P$ the coupling matrix $\tilde{\boldsymbol{J}}$ converges in probability to $\mathcal{N}(0,1)$.

Remark 4.1. These result is mathematically rigorous only if $P$ is sent into infinity independently on the network size $N$.

The argument presented above suggests that, when the numbers of stored patterns is too large with respect to the network size, the Hebb coupling matrix behaves (apart for a constant prefactor) as

$$
\begin{equation*}
J_{i j} \sim \frac{1}{\sqrt{N}} \tilde{J}_{i j} \tag{4.8}
\end{equation*}
$$

where $\mathcal{P}\left(\tilde{J}_{i j}\right)=\mathcal{N}(0,1)$ for all $i, j$. This is indeed the form of the coupling matrix for the Sherrington-Kirkpatrick model. Therefore, Hopfield model with a too high stored information is expected to behave as a spin glass network. This naive argument turns out to be true: for $\alpha$ high enough, Hopfield model behaves as a spin glass model, with some differences with respect to the SK case. Such a crossover between CW (or Mattis) and SK models signals that, in order to investigate its statistical properties, we need both the $P$ Mattis magnetizations $m_{\mu}$ (quantifying retrieval of the whole stored patterns, that is the vocabulary), and the two-replica overlaps $Q_{a b}$ (to control the glassiness growth if the vocabulary gets enlarged). Moreover, we also a tunable parameter measuring the ratio between the stored patterns and the amount of available neurons, namely $\lambda=\lim _{N \rightarrow \infty} P / N$, i.e. the storage capacity at large $N$. As far as $P$ scales sub-linearly with $N$ (i.e. in the low storage regime with $\lambda=0$ ), the phase diagram is ruled by the noise level $\beta$ only: for $\beta<\beta_{c}$ the system is a paramagnet (with both $m_{\mu}=0$ and $Q_{a b}=0$ ), while for $\beta>\beta_{c}$ the system performs as an attractor, with $m_{\mu} \neq 0$ for a given $\mu \in(1, \ldots, P)$. In this regime, no dangerous glassy phase is lurking, yet the model is able to store only a tiny amount of patterns. Conversely, when $P$ scales linearly with $N$, i.e. in the high-storage regime defined by $\lambda>0$, the phase diagram lives in the $\lambda, \beta$ plane. When $\lambda$ is small enough, the system is expected to behave similarly to $\lambda=0$ case, hence as an associative network (with a particular non-vanishing Mattis magnetization but also with the two-replica overlap slightly positive, since the glassy nature is intrinsic for $\lambda>0$ ). However, for $\lambda$ large enough, the Hopfield model collapses on the

[^12]Sherrington-Kirkpatrick model as expected, with the Mattis magnetizations brutally reduced to zero and the two-replicac overlap close to one. The transition to the spin-glass phase is often called "blackout scenario" in neural network community [11, 89, 51].

We can summarize the content of the Hopfield model capabilities through its phase diagram as follows. ${ }^{1}$ First of all, if the thermal noise $T=\beta^{-1}$ and the storage capacity $\lambda$ are sufficiently low, the system works with almost no errors as an associative neural network (or pattern recognizer), meaning that the attractors associated to stored patterns are very stable (they are global minima in the quenched free energy landscape). In particular, in the noiseless case $\beta \rightarrow \infty$, the critical capacity bounding such a regime is $\lambda_{c} \simeq 0.051$. Outside this region, the network could still work as an associative memory, but the stored patterns are just local minima (with the spin glass states starting to dominate the landscape): this is the scenario provided that the storage capacity $0.0051 \leq \lambda \leq \lambda_{c} \simeq 0.138$. For $\lambda>0.138$, the minima related to the patterns are destroyed and solely the spin-glass panorama remains stable.

Re-introducing the noise in the discussion, the network can escape from the retrieval region in the phase diagram, essentially in one more way. If the noise in the network is above the critical line $T_{c}=1+\sqrt{\lambda}$, the network lies in its ergodic phase: making these predictions quantitative is a non-trivial task in statistical mechanics as we will see in details soon. With respect to the storage capacity $\lambda$, we distinguish between the following two regimes:

- Low storage (or low load) regime. This is the regime we investigate under the assumption that the patterns stored in the network grow slowly with the system size, i.e. $P \sim \log N$, such that $\lambda=0$. Tools closer to the statistical mechanics of ferromagnets suffice to investigate this regime.
- High storage (or high load) regime. This is the regime we investigate under the hypotesis that the number of patterns stored in the network grows quickly with the system size, i.e. $P=\lambda N$ for large $N$, with $\lambda \in \mathbb{R}^{+}$. Tools closer to the statistical mechanics of spin glasses are needed to address its investigation.

Remark 4.2. We stress that, despite we know how to prove the existence of thermodynamic limit of the quenched free energy both for mean field

[^13]ferromagnets as well as mean field spin glasses, at presen, no proof of such an existence is available for the Hopfield model in the high storage regime. This is essentially because its quenched free energy shares properties with those of both the models, but the SK free energy is super-extensive while the CW free energy is sub-extensive in the system size. Their mixture actually escapes a rigorous treatment with the mathematical tools available at present. We will not give a proof of the existence of such a limit in the low storage, as we will give such a proof for an improved version of the Hopfield model we will discuss in Section 6.3.

### 4.3 A heuristic digression about the phase space structure

Let us now get more acquainted with the statistical mechanical picture of the Hopfield model. To recall the notation, we have a set of $P$ digital patterns $\xi^{\mu}$ with $\mu=1, \ldots, P$ of length $N$, and we want to store them in a network composed by $N$ boolean spins $\sigma_{i}= \pm 1$ for $i=1, \ldots, N$. According to the Hebb rule, the memory is allocated in the synaptic strength by building up the coupling matrix as

$$
\begin{equation*}
J_{i j}=\frac{1}{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \tag{4.9}
\end{equation*}
$$

Then, if we assume that the network evolves sequentially according to the update rule ${ }^{1}$

$$
\begin{equation*}
\sigma_{i}(t+1)=\operatorname{sign}\left(\tanh \left(\beta \sum_{j \neq i} J_{i j} \sigma_{j}(t)\right)+\eta_{i}\right), \tag{4.10}
\end{equation*}
$$

then its dynamics will end in an equilibrium configuration, which is described by the probability distribution $\mathcal{P}(\boldsymbol{\sigma}) \sim \exp \left(-\beta H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})\right)$ with

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\sum_{i, j<i}\left(\frac{1}{N} \sum_{\mu} \xi_{i}^{\mu} \xi_{j}^{\mu}\right) \sigma_{i} \sigma_{j} . \tag{4.11}
\end{equation*}
$$

The whole thermodynamical properties of Hopfield neural networks are therefore completely determined and derived starting from this Hamiltonian (or cost function in neural network jargon).

[^14]
## Stored patterns as attractors

As we said, the basic principle lying behind the functionality of Hopfield networks as associative memory prototype is that stored patterns are associated to system configurations which are attractors for the network dynamics. To make it simple, the situation is the following. Once the $P$ pattern are stored according to the Hebb rule, the system should associate the input with the corresponding stored pattern. However, in general the presented input is affected by some external (and not removable) noise, or it is an imperfect realization of the corresponding "concept". Because of the noise, it is easy to understand that an associative memory could not work by comparing each bit in the input with those of all possible stored patterns. There should be a dynamics (internal to the network) finding out the nearest pattern associated to the prescribed input. This motivates the attracting character of stored patterns. If the system receive a (sufficiently low) noisy input, then - by autonomous dynamics - the network is able to reconstruct the pattern we want to be retrieved. This is the pattern recognition or reconstruction capability of Hopfield model.

In the theory of dynamical systems, the concept of attractor can be introduced in various ways. The definition we will use requires a metric characterization of the phase space. To fulfill this requirement, one should endow the configuration space of the Hopfield network with the Hamming distance:

Definition 4.5. Given two network configurations $\boldsymbol{\sigma}_{1}$ and $\boldsymbol{\sigma}_{2}$, the Hamming distance is defined as

$$
\begin{equation*}
d\left(\boldsymbol{\sigma}_{1}, \boldsymbol{\sigma}_{2}\right)=\frac{1}{2 N} \sum_{i=1}^{N}\left|\sigma_{1, i}-\sigma_{2, i}\right| . \tag{4.12}
\end{equation*}
$$

Remark 4.3. It is easy to show that this definition clearly fulfils all the requirements for a distance. Moreover, when the network size is large, it is possible to define the concept of arbitrarily near configurations. This makes the concept of neighbourhood mathematically well-defined (at least in the thermodynamic limit).

Then, by looking at the previous discussion about pattern recognition, we can introduce the concept of attractor with the following [111]

Definition 4.6. Given a dynamical system whose dynamics is parametrized by a (continuous or discrete) time $t$ and a dynamical function $T_{t},{ }^{1}$ a set $A$

[^15]of the phase space is attracting if it has a neighbourhood $U \neq \emptyset$ (called the attraction basin) such that

- For every neighbourhood $V$ of $A$, then $T_{t}(U) \subset V$ for sufficiently large $t$;
- It is dynamically invariant, i.e. $T_{t}(A)=A$ for all $t$.

To go deeper in the characterization of stored patterns as attractors for the network dynamics, let us write the Hamiltonian as

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}) \sim-\frac{1}{2} \sum_{i, j=1}^{N}\left(\frac{1}{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu}\right) \sigma_{i} \sigma_{j}=-\frac{N}{2} \sum_{\mu=1}^{P} m_{\mu}^{2} \tag{4.13}
\end{equation*}
$$

where we used the symbol $\sim$ as "apart for a $\mathcal{O}(1 / N)$ " error. Now, let us randomly extract configuration $\boldsymbol{\sigma}$ which is uncorrelated to the patterns for all $\mu=1, \ldots, P$. This means that each term in the sum are boolean variables with probability $\mathcal{P}\left(\xi_{i}^{\mu} \sigma_{i}= \pm 1\right)=1 / 2$. Then, the evaluation of the associated Mattis magnetizations is equivalent to the computation of the displacement in a one-dimensional random walk. Since the net displacement has zero mean (because of the independence of random steps), one should estimate the Mattis magnetization with the square root of its variance, meaning that

$$
\begin{equation*}
m_{\mu} \sim \sqrt{\mathbb{E} m_{\mu}^{2}}=\sqrt{\frac{1}{N^{2}} \sum_{i j} \mathbb{E} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}}=\frac{1}{\sqrt{N}}, \tag{4.14}
\end{equation*}
$$

since $\mathbb{E}\left(\xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right)=\delta_{i j}$, with $\mathbb{E}$ being the average of the random walk. Then, we can evaluate the Hamiltonian for network configurations which are uncorrelated to all the patterns as

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{N}{2} \sum_{\mu=1}^{P} m_{\mu}^{2} \sim \mathcal{O}(1) \tag{4.15}
\end{equation*}
$$

provided that the number of patterns $P$ is finite. On the other hand, let us assume now that the network configuration is strongly correlated to a stored pattern (say for example $\boldsymbol{\sigma}=\xi^{1}$ ) and uncorrelated to all the others, meaning that $m_{1}=1$ and $m_{\mu} \sim N^{-1 / 2}$ for $\mu \geq 2$. Then, the Hamiltonian can be estimated as

$$
\begin{equation*}
H_{N}\left(\xi^{1} \mid \boldsymbol{\xi}\right) \simeq-\frac{N}{2}+\mathcal{O}(1) \tag{4.16}
\end{equation*}
$$

Then, configurations aligned to the patterns are very convenient from an energetic point of view, with their stability growing with the network size.


Figure 4.1: Set of $P=6$ patterns stored in a Hopfield network of $N=625$ spins. Patterns are black and while images: the network is dealing with digital storage of information [37].

Moreover, they are the most stable configurations, since $0 \leq\left|m_{\mu}\right| \leq 1$. This implies that (if the number of stored patterns is finite), such configurations are global minima for the energy. Now, since the Hamiltonian is a Lyapunov function for the network dynamics (meaning that its temporal derivative is always non-negative, and vanishing at the equilibrium points), as a consequence they are fixed point, and the network evolves towards such configurations: they are attractors for the network dynamics.

An example of attractive power of stored patterns is reported in Fig. 4.2. Here, we consider a Hopfield network consisting in $N=625$ spins in which we stored the set of $P=6$ patterns reported in Fig. 4.1, organized in square lattices of $25 \times 25$ size. According to the previous discussion, such configurations are associated to attractors for the network dynamics, meaning that, if the network is prepared sufficiently near to a given pattern (i.e. in its attraction basin), then the network dynamics will end in a fixed point coincident with that pattern. To verify this statement, we initially prepared the network aligned to the first pattern (the smiling face), then we flip each spin with probability 0.2 (which means that we have a $20 \%$ noise level in the presented input). In the first row of Fig. 4.2, it is resumed the recognition of the first pattern for different evolution time steps starting from a noisy initial condition. In particular, we see that at $t=1800$ the original pattern is almost reconstructed. In the plot below in the same figure, we see the time evolution of the Mattis magnetizations. The order parameter $m_{1}$ starts from an initial value $\sim 0.6$, and - as time flows - it approach the value 1 , while all the other Mattis magnetization are always close to zero. What we discussed so far could lead to an optimistic overestimation of the associative power of Hopfield model. Indeed, by simple performances/processing resources arguments, one could be tempted to store more and more patterns for a given network size. However, as we already said, Hopfield networks behave very well for $P<0.051 N$ (and moderately well for $P<0.138 N$ ). ${ }^{1}$ The reason

[^16]behind this limitations are however clear to researchers working in the field, and it is two-fold. First of all, the energetic arguments presented above are strictly true for a finite number of patterns for given $N$. On the other side, when the number of patterns is extensive in $N$ (meaning that $P=\lambda N$ ), they are no longer valid, so a detailed analysis of equilibrium statistical mechanics of Hopfield model is needed (and this will be the subject of the following Sections). Furthermore, we said that such configurations are global minima for the energy function. However, it is not excluded that others fixed point arises when applying the Hebb learning rule. Indeed, this turns out to be the case, also if the information stored is low $(P / N \ll 1)$. These additional minima have no counterpart in terms of stored patterns, so they are traditionally called spurious fixed points. An example of spurious attractor is given by


Figure 4.2: Example of pattern reconstruction in a Hopfield network of $N=625$ spins that stored $P=6$ patterns. Starting with a corrupted information, the Hopfield network is able to retrieve the associated pattern. We observe that, among the six Mattis magnetizations dedicated to quantify the retrieval of the six stored patterns, just one out of them grows up to one and its corresponding pattern is indeed retrieved by the network.
the configuration

$$
\begin{equation*}
\tilde{\xi}=\operatorname{sign}\left(\xi^{1}+\xi^{2}+\xi^{3}\right) \tag{4.17}
\end{equation*}
$$

The Achille's heel of Hopfield network is that the number of such configurations grows very fast with the number of stored patterns (indeed, the growth is exponential in $P$, to be compared to the linear abundance of pure fixed points). From the dynamical point of view, this is suddenly a tragedy, since it means that, storing more patterns, the probability for the network dynamics to be trapped in the attraction basins of spurious states gets higher and higher. As a consequence, the attracting power of pure fixed points is dramatically downsized. A pictorial representation of this situation is reported in Fig. 4.4.

An example of dynamics ending in spurious configurations is reported in Fig. 4.3. In this case, we prepared the network in the spurious configuration (4.17), then we flip again each spin with probability 0.2 and let the network evolve for a sufficient long time. In the first row, we see that the system reaches a configuration which is not in the stored patterns set, and which is indeed a fixed point since all of the order parameters settle on constant values (the Mattis magnetizations with highest equilibrium values are those associated to the first three patterns used to build up the spurious configuration). At this point, it is strongly needed a more careful understanding of pure and spurious fixed points for the network dynamics. This is possible with the so-called signal/noise analysis.

## Signal-to-noise analysis

To get started with this analysis, we need to go back the Hamiltonian (4.2). By preparing the system near a given pattern, say $\xi^{1}$, we can express it as (again including self-interactions)

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{2 N} \sum_{i, j=1}^{N} \xi_{i}^{1} \xi_{j}^{1} \sigma_{i} \sigma_{j}-\frac{1}{2 N} \sum_{\mu \geq 2} \sum_{i, j=1}^{N} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j} . \tag{4.18}
\end{equation*}
$$

It is clear that the first term tends to align the network configuration with the first pattern, and can therefore be interpreted as a signal contribution. On the other hand, since in general interactions are frustrated, the second term has the effect to destroy the correlation of the configuration $\boldsymbol{\sigma}$ and the first pattern. Therefore, it can be interpreted as an intrinsic noise contribution. Thus, the goal of signal/noise analysis is to establish under which conditions a given network configuration is stable with respect to the intrinsic noise (in


Figure 4.3: Example of dynamics ending in a spurious state in a Hopfield network of $N=625$ spins that stored $P=6$ patterns. In this example, it is possible to observe that several (three) Mattis magmetization raise sensibly over the noise due to the finite size effects and, correspondingly, the network has not been able to properly retrieve a single pattern, rather obtaining a useless mixture of the stored patterns.
doing this, external thermal noise is set to zero: $\beta \rightarrow \infty$ ). The condition for a given configuration to be dynamically stable is

$$
\begin{equation*}
h_{i} \sigma_{i} \geq 0 \quad \text { for each } i, \tag{4.19}
\end{equation*}
$$

where $h_{i}=\sum_{j \neq i} J_{i j} \sigma_{j}=\frac{1}{N} \sum_{j \neq i} \sum_{\mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{j}$ is the internal field acting on the $i$-th neuron.

First of all, we would like to analyze the stability of pure attractors, so we set $\boldsymbol{\sigma}=\xi^{1}$. In this case, we have

$$
\begin{equation*}
h_{1} \xi_{1}^{1}=\frac{1}{N} \sum_{j>1} \sum_{\mu} \xi_{1}^{\mu} \xi_{j}^{\mu} \xi_{j}^{1} \xi_{1}^{1}=\frac{N-1}{N}+\frac{1}{N} \sum_{j>1} \sum_{\mu>1} \xi_{1}^{\mu} \xi_{j}^{\mu} \xi_{j}^{1} \xi_{1}^{1}, \tag{4.20}
\end{equation*}
$$

where we separated the signal and the noise contributions and used the dichotomic nature of the patterns. The same analysis can be carried out


Figure 4.4: Pictorial representation of minima landscape for the Hopfield model. Starting with a noisy initial condition (1), the Hopfield network succeeds if the internal dynamics ends in a pure state configuration (with the evolution $1 \rightarrow 2 \mathrm{~b} \rightarrow 3 \mathrm{~b}$ ). However, the network could end in a metastable state 2 a , therefore failing to retrieve the desired pattern.
for all the other spins $i$. Clearly, the former term is, in the thermodynamic limit, equal to 1 . On the other hand, the noise term is a sum of $(N-1)(P-1) \simeq N(P-1)$ variables taking values $\pm 1$ with equal probability. ${ }^{1}$ Therefore, the noise term is a random walk of $N(P-1)$ unitary steps. With this observation, we can evaluated the displacement of the random walk with the square root of the variance, which leads to

$$
\begin{equation*}
\left|\frac{1}{N} \sum_{j>1} \sum_{\mu>1} \xi_{1}^{\mu} \xi_{j}^{\mu} \xi_{j}^{1} \xi_{1}^{1}\right| \sim \sqrt{\frac{P-1}{N}} . \tag{4.21}
\end{equation*}
$$

From this simple computations, we arrive to an important conclusion: the pure attractor configurations are stable (i.e. the intrinsic noise of the network is negligible) provided that $P \ll N$ (this also holds in the thermodynamic limit). This is no longer that the high storage regime $(P=\lambda N)$, which thus requires a separate analysis. A similar results holds also if we flip a fraction $d$ of the spins in the initial configuration, giving $h_{i} \sigma_{i} \sim 1-2 d+$ noise. In the low storage regime, the noise is still of order $N^{-1 / 2}$, then the system will

[^17]quickly align to the pattern in order to increase the signal term (i.e. lower the energy), ending therefore in the pure attractor. This implies that pure attractors have a large attraction basins for $P \ll N$.

A similar analysis can be carried out also for spurious attractors, but a little more cumbersome since they are particular combinations of the stored patterns. To illustrate this point, let us consider the 3 -symmetric mixture configuration (4.17). Without loss of generality, we can consider only a single spin $i=1$ and fix $\xi_{1}^{1}=1$, so we have four possibilities corresponding $\xi_{1}^{2,3}= \pm 1$. Among these, only three would give $\sigma_{1}=1$, therefore we have $\mathcal{P}\left(\sigma_{1}=1\right)=3 / 4$ (recall that patterns are supposed to be uncorrelated). Thus, in general

$$
\begin{equation*}
\mathcal{P}\left(\sigma_{1}=\xi_{1}^{\mu}\right)=\frac{3}{4}, \quad \mathcal{P}\left(\sigma_{1}=-\xi_{1}^{\mu}\right)=\frac{1}{4} \quad \text { for } \quad \mu=1,2,3 \tag{4.22}
\end{equation*}
$$

This implies that, in the thermodynamic limit, we have $3 N / 4$ spins aligned with each of the $\mu=1,2,3$ pattern and $N / 4$ with opposite orientation. Then

$$
\begin{equation*}
m_{\mu}=\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i}=\frac{1}{N}\left(\frac{3 N}{4}-\frac{N}{4}\right)=\frac{1}{2}, \quad \mu=1,2,3 \tag{4.23}
\end{equation*}
$$

while $m_{\mu} \sim \mathcal{O}\left(N^{-1 / 2}\right)$ for $\mu>3$. This result should be compared with the numerical results reported in Fig. 4.3. The stability of the spurious configuration in this case is given by

$$
\begin{equation*}
h_{1} \sigma_{1}=\sum_{\mu} m_{\mu} \xi_{1}^{\mu} \sigma_{1}=\sigma_{1}\left(m_{1} \xi_{1}^{1}+m_{2} \xi_{1}^{2}+m_{3} \xi_{1}^{3}+\sum_{\mu>3} m_{\mu} \xi_{1}^{\mu}\right) \tag{4.24}
\end{equation*}
$$

Again, we have a signal contribution (given by the explicit terms in brackets) and a noise term (the sum over $\mu>3$ ). For the former, we have

$$
\begin{equation*}
\text { Signal }=0.5\left(\xi_{1}^{1}+\xi_{1}^{2}+\xi_{1}^{3}\right) \operatorname{sgn}\left(\xi_{1}^{1}+\xi_{1}^{2}+\xi_{1}^{3}\right)=0.5\left|\xi_{i}^{1}+\xi_{i}^{2}+\xi_{i}^{3}\right| \tag{4.25}
\end{equation*}
$$

The lowest value of the signal is 0.5 (corresponding to the case in which two of the bits have the same orientation while the other has opposite sign). Clearly, spurious attractors have a lower signal contribution with respect to the pure ones, making smaller the relative attraction basins (despite they are still large, as can be seen again from Fig. 4.3). However, in order for the initial state to be in the attraction basin of these particular 3-mixture states, the former has to present a large overlap with all the three patterns rather than a single one (which is possible only if the patterns are strongly correlated or when they are high in number). Concerning the intrinsic noise
term, it is again a one-dimensional random walk with $N(P-3)$ values. Therefore, with the same arguments as above, it is evaluated to be of the order of $\sqrt{(P-3) / N}$, with the same conclusions as before.

Of course, spurious attractors can have more intricated structure, given by combination of all possible subsets of the patterns. If we consider combinations of the form $\tilde{\xi}_{n} \sim \sum_{\mu=1}^{n} \xi^{\mu}$, the taxonomy of the associated energies do respect the following classification [11]

$$
\begin{equation*}
E_{1}<E_{3}<E_{5}<\cdots<E_{\infty}<\ldots E_{4}<E_{2} . \tag{4.26}
\end{equation*}
$$

### 4.4 The Hopfield model from statistical inference

As one may question about the validity of the equilibrium statistical mechanical approach since the problem we are facing ultimately addresses steady states of out-of-equilibrium current flows, it is very instructive to check that the probability distribution resulted from an inferential procedure exactly matches the Gibbs measure of the Hopfield model [36, 69]. In an experimental scenario, in order to check retrieval performances of an associative neural network, one should measure at least two (series of) numbers: the mean values of the overlaps between the final output and the stored patterns and their relative variances. In other words, the experimental setup requires the observation of the quantities

$$
\begin{equation*}
\left\langle m_{\mu}\right\rangle_{\exp }=\frac{1}{N} \sum_{i} \xi_{i}^{\mu}\left\langle\sigma_{i}\right\rangle_{\exp }, \quad\left\langle m_{\mu}^{2}\right\rangle_{\exp }=\frac{1}{N^{2}} \sum_{i j} \xi_{i}^{\mu} \xi_{j}^{\mu}\left\langle\sigma_{i} \sigma_{j}\right\rangle_{\exp } \tag{4.27}
\end{equation*}
$$

The subscript exp means that we are considering experimentally evaluated quantities on some given sample. In order to make the notation more clear, we shall omit it, but the averages $\langle\cdot\rangle$ should not be confused with the theoretical expectation values $\langle\cdot\rangle \equiv \mathbb{E} \Omega_{\boldsymbol{J}}$ introduced in the previous Chapter.

The goal is then to determine the probability distribution $\mathcal{P}(\boldsymbol{\sigma})$ accounting for these data. To do this, the standard tool coming from statistical inference is the maximum entropy principle discussed in the first Chapter. The basic idea is that $\mathcal{P}(\boldsymbol{\sigma})$ is obtained by maximizing the relative Shannon entropy $\mathcal{S}[\mathcal{P}]=-\sum_{\boldsymbol{\sigma}} \mathcal{P}(\boldsymbol{\sigma}) \log \mathcal{P}(\boldsymbol{\sigma})$. However, we have to impose some other constraints via a Lagrange multiplier problem. First of all, $\mathcal{P}(\boldsymbol{\sigma})$ should be a probability distribution, so the sum on the whole space should be equal to 1. Furthermore, we have to require that the mean values of the overlap $m_{\mu}$
and its square $m_{\mu}^{2}$ equal the experimental data. In other words, we should maximize the quantity ${ }^{1}$

$$
\begin{align*}
S_{A, \beta, h}[\mathcal{P}] & =-\sum_{\boldsymbol{\sigma}} \mathcal{P}(\boldsymbol{\sigma}) \log \mathcal{P}(\boldsymbol{\sigma})+A N\left(\sum_{\boldsymbol{\sigma}} \mathcal{P}(\boldsymbol{\sigma})-1\right)+ \\
& +h N \sum_{\mu}\left(\sum_{\boldsymbol{\sigma}} \mathcal{P}(\boldsymbol{\sigma}) \frac{1}{N} \sum_{i} \xi_{i}^{\mu} \sigma_{i}-\left\langle m_{\mu}\right\rangle\right)  \tag{4.28}\\
& +\frac{\beta N}{2} \sum_{\mu}\left(\sum_{\boldsymbol{\sigma}} \mathcal{P}(\boldsymbol{\sigma}) \frac{1}{N^{2}} \sum_{i j} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}-\left\langle m_{\mu}^{2}\right\rangle\right),
\end{align*}
$$

with respect to $\mathcal{P}(\boldsymbol{\sigma})$ and the parameters $A, h, \beta$. The constraint $\partial_{A} S=0$ is equivalent to require $\mathcal{P}(\boldsymbol{\sigma})$ is indeed a probability distribution, while the requirements $\partial_{h} S=\partial_{\beta} S=0$ effectively fix the theoretical observables with the experimental data. Finally,

$$
\begin{equation*}
\frac{\delta S[\mathcal{P}]}{\delta \mathcal{P}(\boldsymbol{\sigma})}=-\log \mathcal{P}(\boldsymbol{\sigma})-1+A N+h \sum_{i \mu} \xi_{i}^{\mu} \sigma_{i}+\frac{\beta}{2 N} \sum_{i j \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}=0 \tag{4.29}
\end{equation*}
$$

which means that

$$
\begin{equation*}
\mathcal{P}(\boldsymbol{\sigma})=\operatorname{cost} \exp \left(\frac{\beta}{2 N} \sum_{i j \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+h \sum_{i \mu} \xi_{i}^{\mu} \sigma_{i}\right) \tag{4.30}
\end{equation*}
$$

By putting the constant equal to cost $=Z_{N}(\beta)^{-1}$, we prove the following
Theorem 4.2. The partition function associated to the probability distribution $\mathcal{P}(\boldsymbol{\sigma})$ maximizing the Shannon entropy (4.28) with the costraints (4.27) for the first and the second moment of neural activity is

$$
\begin{equation*}
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} \exp \left(\frac{\beta}{2 N} \sum_{i j \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+h \sum_{i \mu} \xi_{i}^{\mu} \sigma_{i}\right) \tag{4.31}
\end{equation*}
$$

Remark 4.4. Clearly, the second term is a bias term driving the systems towards a precise configuration (upon the breaking of parity symmetry). Of course, in neural networks applications one is often interested in the development of a spontaneous magnetization in absence of biases. In such a case, one has to chose $\left\langle m_{\mu}\right\rangle=0$ (this of course does not mean that all final configurations have $m_{\mu}=0$, but the sum over all the possible configurations would give $\left\langle m_{\mu}\right\rangle=0$ ). In other words, we have to set $h=0$, then we perfectly have the Hopfield partition function, as we will see in a moment.
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### 4.5 Low storage of Boolean and Gaussian patterns

In this Section, we will concern with the statistical mechanics treatment of the low storage regime (i.e. $\lambda=0$ case) of the Hopfield model. Before to proceed, we would like to stress that we can rewrite the Hamiltonian as (4.11)

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{N} \sum_{i, j<i} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}=-\frac{1}{2 N} \sum_{i j \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+\frac{1}{2 N} \sum_{i \mu}\left(\xi_{i}^{\mu}\right)^{2} \sigma_{i}^{2} \tag{4.32}
\end{equation*}
$$

It is clear that the second term equals $P / 2$ (while the energy is extensive in the network size), and it can be neglected in the thermodynamic limit in the low storage regime. Thus, we will omit it in the following computations, since it trivially contributes to the partition function (and therefore to the free energy). In order to make this Chapter self-contained, also in this case we give the fundamental definition for the statistical mechanics picture of Hopfield model.

Definition 4.7. The (pattern realization dependent) partition function of the Hopfield model equipped with $N$ neurons $\sigma_{i}, i \in(1, \ldots, N)$ and $P$ patterns $\xi^{\mu}, \mu \in(1, \ldots, P)$ and described by the Hamiltonian (4.2) is

$$
\begin{equation*}
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} \exp \left(-\beta H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})\right) . \tag{4.33}
\end{equation*}
$$

The associated Boltzmann factor and Boltzmann-Gibbs average are respectively $B_{N}(\beta, \boldsymbol{\sigma})=\exp \left(-\beta H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})\right)$ and

$$
\begin{equation*}
\omega_{\boldsymbol{\xi}}(F)=\frac{\sum_{\boldsymbol{\sigma}} F(\boldsymbol{\sigma}) B_{N}(\beta, \boldsymbol{\sigma})}{\sum_{\boldsymbol{\sigma}} B_{N}(\beta, \boldsymbol{\sigma})} \tag{4.34}
\end{equation*}
$$

for any arbitrary function $F(\boldsymbol{\sigma})$ of the spins. The statistical pressure is $\alpha_{N}(\beta)=-\beta f_{N}(\beta)$, where

$$
\begin{equation*}
f_{N}(\beta)=-\frac{1}{\beta N} \mathbb{E} \log Z_{N}(\beta), \tag{4.35}
\end{equation*}
$$

is the (quenched) free energy.
The main interest of this Section (and of the following one, for which the same definitions hold) is to find the expression of the free energy in the thermodynamic limit $f(\beta)=\lim _{N \rightarrow \infty} f_{N}(\beta)$ in terms of the order parameters, both in the low and high storage regimes.

## Saddle point method

The simplest way to determine the free energy for Hopfield model (and consequently the self-consistency equations for the order parameters) is the saddle point method. To apply this technique, we firstly express the (pattern realization dependent) partition function $Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} B_{N}(\beta, \boldsymbol{\sigma})$ by introducing the density of the states in the following way:

$$
\begin{aligned}
Z_{N}(\beta) & =\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i j \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\}= \\
& =\sum_{\boldsymbol{\sigma}} \int\left(\prod_{\mu=1}^{P} d m_{\mu} \delta\left(m_{\mu}-\frac{1}{N} \sum_{i} \xi_{i}^{\mu} \sigma_{i}\right)\right) \exp \left(\frac{\beta N}{2} \sum_{\mu} m_{\mu}^{2}\right)= \\
& =\sum_{\boldsymbol{\sigma}} \int\left(\prod_{\mu=1}^{P} d m_{\mu} \frac{N d \bar{m}_{\mu}}{2 \pi}\right) \exp \left(i N \sum_{\mu} \bar{m}_{\mu} m_{\mu}-i \sum_{i \mu} \bar{m}_{\mu} \xi_{i}^{\mu} \sigma_{i}\right. \\
& \left.+\frac{\beta N}{2} \sum_{\mu} m_{\mu}^{2}\right) .
\end{aligned}
$$

This trick allows to linearize the spin-dependent part of the partition function, so that we can directly sum over the network configurations to get

$$
\begin{aligned}
Z_{N}(\beta)=\int & \left(\prod_{\mu=1}^{P} d m_{\mu} \frac{N d \bar{m}_{\mu}}{2 \pi}\right) \exp \left(i N \sum_{\mu} \bar{m}_{\mu} m_{\mu}\right. \\
& \left.+\sum_{i} \log 2 \cos \left(\sum_{\mu} \bar{m}_{\mu} \xi_{i}^{\mu}\right)+\frac{\beta N}{2} \sum_{\mu} m_{\mu}^{2}\right)
\end{aligned}
$$

On the $N \rightarrow \infty$ saddle point, we can replace $\bar{m}_{\mu}$ with the extremality condition of the quantity in the exponent with respect to $m_{\mu}$ (which is $\bar{m}_{\mu}=i \beta m_{\mu}$ ) and thus evaluated the integrals over the $\bar{m}$ variables. Then, we can write
$Z_{N}(\beta) \underset{N \rightarrow \infty}{\sim} \int\left(\prod_{\mu=1}^{P} d m_{\mu}\right) \exp \left(-\frac{\beta N}{2} \sum_{\mu} m_{\mu}^{2}+\sum_{i} \log 2 \cosh \left(\beta \sum_{\mu} m_{\mu} \xi_{i}^{\mu}\right)\right)$.
On the r.h.s. of the last equation, we can again apply the saddle point formula, so finally we get

$$
Z_{N}(\beta) \underset{N \rightarrow \infty}{\sim}\left(\frac{2 \pi}{N}\right)^{\frac{P}{2}} \exp \left(-\frac{\beta N}{2} \sum_{\mu} m_{\mu}^{2}+\sum_{i} \log 2 \cosh \left(\beta \sum_{\mu} m_{\mu} \xi_{i}^{\mu}\right)\right)
$$

Then, the quenched free energy in the thermodynamic limit is therefore

$$
\begin{equation*}
f(\beta)=\frac{1}{2} \sum_{\mu} m_{\mu}^{2}-\frac{1}{\beta N} \sum_{i} \mathbb{E} \log 2 \cosh \left(\beta \sum_{\mu} m_{\mu} \xi_{i}^{\mu}\right) \tag{4.36}
\end{equation*}
$$

where order parameters satisfy the extremality condition. However, when commuting the sum over the spin index and the average over external noise, it's easy to understand that the only non-trivial operations concern with the sum over the configurations the vector $\boldsymbol{\xi}_{i}=\left(\boldsymbol{\xi}_{i}^{1}, \ldots, \boldsymbol{\xi}_{i}^{P}\right)$ for fixed $i$. Then, the net average $\mathbb{E}$ in (4.36) is

$$
\begin{equation*}
\mathbb{E} \equiv \frac{1}{2^{P}} \sum_{\xi_{i}^{1}= \pm 1} \cdots \sum_{\xi_{i}^{P}= \pm 1} \tag{4.37}
\end{equation*}
$$

Since we are summing over $\mu$ and since each pattern is extracted with equal probability with no regard on the index $i$, each term in the sum is equal, ${ }^{1}$ so we prove the following [12]

Theorem 4.3. The (quenched) free energy of the Hopfield model in the thermodynamic limit of the low storage regime is

$$
\begin{equation*}
f(\beta)=\frac{1}{2} \sum_{\mu} m_{\mu}^{2}-\frac{1}{\beta} \mathbb{E} \log 2 \cosh \left(\beta \sum_{\mu} m_{\mu} \xi^{\mu}\right) \tag{4.38}
\end{equation*}
$$

where the Mattis magnetizations satisfy the self-consistency equations

$$
\begin{equation*}
m_{\mu}=\mathbb{E} \xi^{\mu} \tanh \left(\beta \sum_{\nu} m_{\nu} \xi^{\nu}\right) \tag{4.39}
\end{equation*}
$$

at the equilibrium states.
Remark 4.5. In particular, if we assume the only a single pattern is candidate to be retrieved, namely $m_{1} \neq 0$ while $m_{\mu}=0$ for all $\mu>1$, we have the simpler self-consistency equation

$$
\begin{equation*}
m_{1}=\tanh \left(\beta m_{1}\right) \tag{4.40}
\end{equation*}
$$

which is precisely the Curie-Weiss law. To obtain this, we used the fact that the hyperbolic tangent is a odd function, and since $\xi_{i}^{1}= \pm 1$ we have $\tanh \left(\beta m_{1} \xi_{i}^{1}\right)=\xi_{i}^{1} \tanh \left(\beta m_{1}\right)$, therefore compensating the $\xi_{i}^{1}$ prefactor. Since in this way there is no explicit dependence on the patterns, the $\mathbb{E}$ average is trivially computed.
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## The Hamilton-Jacobi framework

We recall that, for CW model, the Guerra mechanical analogy consists in interpreting the statistical pressure as the Hamilton-Jacobi action for a classical particle propagating freely in a $1+1$-dimensional space, while the magnetization is interpreted as the classical spatial momentum. In the Hopfield case, we have $P$ Mattis magnetizations, so it is natural to expect that, in this case, the dual mechanical system consists in a classical particle traveling in a $P+1$-dimensional space. Then, our basic quantity is the generalized partition function introduced in the next

Definition 4.8. The generalized partition function $Z_{N}(\beta ; t, \boldsymbol{x}) \equiv Z_{N}(t, \boldsymbol{x})$ of the Hopfield model in the low storage regime, suitable for the HamiltonJacobi analysis, reads as

$$
\begin{equation*}
Z_{N}(t, \boldsymbol{x})=\sum_{\boldsymbol{\sigma}} \exp \left\{-\frac{t N}{2} \sum_{\mu=1}^{P} m_{\mu}^{2}+N \sum_{\mu=1}^{P} x_{\mu} m_{\mu}\right\} \tag{4.41}
\end{equation*}
$$

where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{P}\right)$. The Boltzmann-Gibbs average with respect to this partition function will be denoted by $\omega_{t, \boldsymbol{x}}(\cdot)$. The generalized statistical pressure is

$$
\begin{equation*}
\alpha_{N}(t, \boldsymbol{x})=\frac{1}{N} \mathbb{E} \log Z_{N}(t, \boldsymbol{x}) . \tag{4.42}
\end{equation*}
$$

Then, the derivatives of the statistical pressure with respect to the spacetime coordinates are

$$
\begin{equation*}
\frac{\partial \alpha_{N}(t, \boldsymbol{x})}{\partial t}=-\frac{1}{2} \sum_{\mu=1}^{P} \mathbb{E} \omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right), \quad \nabla_{\boldsymbol{x}} \alpha_{N}(t, \boldsymbol{x})=\sum_{\mu=1}^{P} \mathbb{E} \omega_{t, \boldsymbol{x}}\left(m_{\mu}\right) \tag{4.43}
\end{equation*}
$$

With a simple check and by imposing the self-averaging of the order parameters in the thermodynamic limit $\left(\sum_{\mu=1}^{P}\left[\mathbb{E} \omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right)-\mathbb{E} \omega_{t, \boldsymbol{x}}\left(m_{\mu}\right)^{2}\right] \rightarrow 0\right.$ as $N \rightarrow \infty)$, we find that the next proposition holds:

Proposition 4.1. The Guerra's action $S_{N}(t, \boldsymbol{x})=\alpha_{N}(t, \boldsymbol{x})$ for the Hopfield model in the low storage regime obeys the following Hamilton-Jacobi PDE

$$
\begin{equation*}
\frac{\partial S_{N}(t, \boldsymbol{x})}{\partial t}+\frac{1}{2}\left(\nabla_{\boldsymbol{x}} S_{N}(t, \boldsymbol{x})\right)^{2}+V_{N}(t, \boldsymbol{x})=0 \tag{4.44}
\end{equation*}
$$

with $V_{N}(t, \boldsymbol{x})=\sum_{\mu=1}^{P}\left[\mathbb{E} \omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right)-\mathbb{E} \omega_{t, \boldsymbol{x}}\left(m_{\mu}\right)^{2}\right]$.
Note that this is the straightforward generalization of the CW model. As in the latter case, the potential vanishes in the thermodynamic limit
because of the self-averaging property of the order parameters, leaving us with the Hamilton-Jacobi equations for a free particle. Of course, the classical solution of such an equation (4.44) are straight trajectories (in the $P+1$ dimensional space this time), i.e. $x_{\mu}=x_{0, \mu}+\left(t-t_{0}\right) m_{\mu}$, where we called $m_{\mu}$ the thermodynamic value of the Mattis magnetization. ${ }^{1}$

Proposition 4.2. The (thermodynamic limit of the) action can be computed via the fundamental theorem of calculus as

$$
\begin{equation*}
S(t, \boldsymbol{x})=S\left(t_{0}, \boldsymbol{x}_{0}\right)+\int_{t_{0}}^{t} d t^{\prime} \mathcal{L} . \tag{4.46}
\end{equation*}
$$

Also in this case, the Lagrangian $\mathcal{L}=\frac{1}{2} \sum_{\mu=1}^{P} m^{2}$ is constant over the classical trajectories, so the integral is trivial. Again, we fix the initial condition $t_{0}=0$ and express the starting point $\boldsymbol{x}_{0}$ is terms of $\boldsymbol{x}$ and $t$. Then, for the one-body term, we have

$$
\begin{align*}
S\left(0, \boldsymbol{x}_{0}\right) & =\frac{1}{N} \sum_{i} \mathbb{E} \log 2 \cosh \left(\boldsymbol{x}_{0} \cdot \xi_{i}\right)=  \tag{4.47}\\
& =\mathbb{E} \log 2 \cosh \left(\boldsymbol{x}_{0} \cdot \xi\right),
\end{align*}
$$

where in the last line we used the argument in the previous section. With these straightforward computation, we find the statistical pressure

$$
\begin{equation*}
S(t, \boldsymbol{x})=\frac{t}{2} \sum_{\mu=1}^{P} m^{2}+\mathbb{E} \log 2 \cosh \left(\boldsymbol{x}_{0} \cdot \xi\right) . \tag{4.48}
\end{equation*}
$$

Finally, imposing $t=-\beta, x_{\mu}=x_{0, \mu}+\left(t-t_{0}\right) m_{\mu}$ and set $\boldsymbol{x}=0$, we obtain the following

Theorem 4.4. The thermodynamic limit of the Guerra's action (i.e. the statistical pressure) for the Hopfield model in the low storage regime reads as

$$
\begin{equation*}
\alpha(\beta)=S(-\beta, 0)=-\frac{\beta}{2} \sum_{\mu=1}^{P} m^{2}+\mathbb{E} \log 2 \cosh \left(\beta \sum_{\mu=1}^{P} m_{\mu} \xi^{\mu}\right) . \tag{4.49}
\end{equation*}
$$

Recalling that $\alpha(\beta)=-\beta f(\beta)$, this is exactly the expression of the statistical pressure previously obtained with a pure statistical mechanical treatment (4.38).

$$
{ }^{1} \text { This means that } \quad P(\boldsymbol{m}(\boldsymbol{\sigma})) \underset{N \rightarrow \infty}{\longrightarrow} \delta(\boldsymbol{m}(\boldsymbol{\sigma})-\boldsymbol{m}),
$$

with $\boldsymbol{m}=\left(m_{1}, \ldots, m_{P}\right)$ and $\delta$ being the $P$-dimensional Dirac delta distribution and $\boldsymbol{m}=\lim _{N \rightarrow \infty} \mathbb{E} \omega_{t, \boldsymbol{x}}(\boldsymbol{m}(\boldsymbol{\sigma}))$.

### 4.6 High storage of Boolean patterns: replica trick.

It is time to turn to the complex case, which is the high storage limit $P=\lambda N$ with $\lambda \in \mathbb{R}^{+}$. Before focusing on the explicit expression of the quenched free energy for the Hopfield model in the high load regime, let us stress a little detail on the energy function, rewriting it as

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{N} \sum_{i, j<i} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}=-\frac{1}{2 N} \sum_{i j \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+\frac{P}{2} \tag{4.50}
\end{equation*}
$$

In the high storage case, also the last term is of order $\mathcal{O}(N)$ and contributes to the free energy. However, this contribution is constant and equals $\lambda / 2$, so we can forget about it during the calculations (thus including also selfinteractions during the calculations) and then correcting the obtained expression at the end by reintroducing this term. Of course, the definitions 4.7 hold also in this case, so we avoid to repeat them here. The only difference is that, here, we make explicit the dependent on the storage capacity $\lambda$ (previously, it was not needed because $\lambda=0$ in the low storage regime).

Rather, we would like to stress an important point on methodology we will use in the following. Since we are interested in the retrieval regime, in which at least one pattern (as usual, we suppose it is $\xi^{1}$ ) is candidate to be retrieved, we will separate a $\xi^{1}$-dependent signal term, while all the other $P-1$ contributions by the not-retrieved patterns accounts for the genesis of the intrinsic slow noise in the network. As a consequence, we should not average over all possible pattern realizations, but only on those contributing to the internal noise: in other words, we should consider (taking into account the self-interactions correction) the quenched free energy

$$
\begin{equation*}
f(\beta, \lambda)=-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \mathbb{E}^{\prime} \log Z_{N}(\beta, \lambda)+\frac{\lambda}{2} \tag{4.51}
\end{equation*}
$$

where the average over quenched disorder is

$$
\begin{equation*}
\mathbb{E}^{\prime} \equiv \mathbb{E}_{\xi^{2}} \ldots \mathbb{E}_{\xi^{P}} \tag{4.52}
\end{equation*}
$$

Thus, in the replica trick approach (where the logarithm of the partition function is represented as a limit of zero replica of the replicated partition function) the relevant quantity is $\mathbb{E}^{\prime} Z_{N}^{n}(\beta, \lambda)$. Introducing the replica index $a$ running over different equivalent realization of the same system, we can
write it as

$$
\begin{align*}
\mathbb{E}^{\prime} Z_{N}^{n}(\beta, \lambda) & =\mathbb{E}^{\prime} \sum_{\boldsymbol{\sigma}^{(1)}} \ldots \sum_{\boldsymbol{\sigma}^{(n)}} \exp \left(\frac{\beta}{2 N} \sum_{i j a \mu} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i}^{(a)} \sigma_{j}^{(a)}\right)= \\
& =\mathbb{E}^{\prime} \sum_{\boldsymbol{\sigma}^{(1)}} \ldots \sum_{\boldsymbol{\sigma}^{(n)}} \int\left(\prod_{a \mu} d \mu\left(z_{\mu}^{(a)}\right)\right) \exp \left(\sqrt{\frac{\beta}{N}} \sum_{i \mu a} \xi_{i}^{\mu} \sigma_{i}^{(a)} z_{\mu}^{(a)}\right), \tag{4.53}
\end{align*}
$$

where in the last line we linearized the spin-dependence by using a Gaussian representation of the partition function. Here, we have of course

$$
\begin{equation*}
\int d \mu(z)=\int_{-\infty}^{+\infty} \frac{d z}{\sqrt{2 \pi}} \exp \left(-z^{2} / 2\right) \tag{4.54}
\end{equation*}
$$

Since the average over the quenched disorder only involves not-retrieved patterns, we can split the replicated Boltzmann factor in two distinct factors, incorporating respectively the signal and the intrinsic noise. Thus, we can write

$$
\begin{equation*}
\mathbb{E}^{\prime} Z_{N}^{n}(\beta, \lambda)=\sum_{\boldsymbol{\sigma}^{(1)}} \ldots \sum_{\boldsymbol{\sigma}^{(n)}} z_{\text {signal }}[\boldsymbol{\sigma}] z_{\text {noise }}[\boldsymbol{\sigma}], \tag{4.55}
\end{equation*}
$$

where

$$
\begin{align*}
& z_{\text {signal }}[\boldsymbol{\sigma}]=\int\left(\prod_{a=1}^{n} d \mu\left(z_{1}^{(a)}\right)\right) \exp \left(\sqrt{\frac{\beta}{N}} \sum_{i a} \xi_{i}^{1} \sigma_{i}^{(a)} z_{1}^{(a)}\right), \\
& z_{\text {noise }}[\boldsymbol{\sigma}]=\int\left(\prod_{a, \mu \geq 2} d \mu\left(z_{\mu}^{(a)}\right)\right) \mathbb{E}^{\prime} \exp \left(\sqrt{\frac{\beta}{N}} \sum_{i a, \mu \geq 2} \xi_{i}^{\mu} \sigma_{i}^{(a)} z_{\mu}^{(a)}\right) . \tag{4.56}
\end{align*}
$$

The signal contribution is easy to handle with, so we start by considering the noise factor. On the latter, we can easily perform the average over not-retrieved patterns. This produces a $\log \cosh \left(\sqrt{\beta / N} \sum_{a} \sigma_{i}^{(a)} z_{\mu}^{(a)}\right)$ in the exponential. The argument of this function is a quantity of order $\mathcal{O}\left(N^{-1 / 2}\right)$, since the sum involves only the replica index, so we can therefore expand the function at the leading order. After some trivial rearrangements, the whole noise factor can be therefore rewritten as

$$
\begin{equation*}
z_{\text {noise }}[\boldsymbol{\sigma}]=\prod_{\mu \geq 2} \int\left(\prod_{a} d \mu\left(z_{\mu}^{(a)}\right)\right) \exp \left(\frac{\beta}{2 N} \sum_{i a b} \sigma_{i}^{(a)} \sigma_{i}^{(b)} z_{\mu}^{(a)} z_{\mu}^{(b)}\right) \tag{4.57}
\end{equation*}
$$

The crucial point in this expression is that the argument of the exponential accounts for two kind of overlaps: the first one $\sim \sum_{i} \sigma_{i}^{(a)} \sigma_{i}^{(b)}$ is the overlap of different spin replicas; the second one $\sim \sum_{\mu} z_{\mu}^{(a)} z_{\mu}^{(b)}$ is an analogous quantity
for replicas of the hidden variables $z_{\mu}$ (to use a Machine Learning jargon). We can therefore introduce these overlaps directly into the partition function by insertion of multiple Dirac deltas, therefore obtaining

$$
\begin{align*}
z_{\mathrm{noise}}[\boldsymbol{\sigma}]=\prod_{\mu \geq 2} \int\left(\prod_{a=1}^{n} d \mu\left(z_{\mu}^{(a)}\right)\right) & \left(\prod_{a b} d Q_{a b} \delta\left(Q_{a b}-\frac{1}{N} \sum_{i} \sigma_{i}^{(a)} \sigma_{i}^{(b)}\right)\right) .  \tag{4.58}\\
& \cdot \exp \left(\frac{\beta}{2 N} \sum_{a b} Q_{a b} z_{\mu}^{(a)} z_{\mu}^{(b)}\right)
\end{align*}
$$

The integral over the $z$ variables is Gaussian, so we can easily evaluate it. Using the Fourier representation of the Dirac deltas, we finally found the following form for the noise term: ${ }^{1}$

$$
\begin{align*}
z_{\text {noise }}[\boldsymbol{\sigma}]=\int\left(\prod_{a b} d Q_{a b} \frac{N d P_{a b}}{2 \pi}\right) & \exp \left(i N \sum_{a b} P_{a b} Q_{a b}-i \sum_{i a b} P_{a b} \sigma_{i}^{(a)} \sigma_{i}^{(b)}\right. \\
& \left.-\frac{P}{2} \log \operatorname{det}(\mathbf{1}-\beta \boldsymbol{Q})\right) . \tag{4.59}
\end{align*}
$$

where $\mathbf{1}$ and $\boldsymbol{Q}$ are respectively the $n \times n$ identity and overlap matrices. Again, we note here that - as in the SK case - there are no couplings between spins belonging to the same replicas, so that we can reintroduce new spin variables $s_{a}= \pm 1$ with $a=1, \ldots, n$. This allows to further simplify the expression. Including the singal term, with some manipulations we arrive (after some trivial rescalings $z_{1}^{(a)} \rightarrow \sqrt{\beta N} m_{1}^{(a)}, P_{a b} \rightarrow i \frac{\lambda \beta^{2}}{2} P_{a b}$ ) at the final result

$$
\begin{equation*}
\mathbb{E}^{\prime} Z_{N}^{n}(\beta, \lambda)=\int d \mu\left(\boldsymbol{m}_{1}, \boldsymbol{Q}, \boldsymbol{P}\right) \exp \left(-N A\left[\boldsymbol{m}_{1}, \boldsymbol{Q}, \boldsymbol{P}\right]\right) \tag{4.60}
\end{equation*}
$$

where

$$
\begin{align*}
A\left[\boldsymbol{m}_{1}, \boldsymbol{Q}, \boldsymbol{P}\right] & =\frac{\beta}{2} \sum_{a}\left(m_{1}^{(a)}\right)^{2}+\frac{\lambda \beta^{2}}{2} \sum_{a b} P_{a b} Q_{a b}+\frac{\lambda}{2} \log \operatorname{det}(\mathbf{1}-\beta \boldsymbol{Q})  \tag{4.61}\\
& -\mathbb{E} \log \sum_{s} \exp \left(\beta \sum_{a} \xi^{1} m_{1}^{(a)} s_{a}+\frac{\alpha \beta^{2}}{2} \sum_{a b} P_{a b} s_{a} s_{b}\right)
\end{align*}
$$

and $d \mu\left(\boldsymbol{m}_{1}, \boldsymbol{Q}, \boldsymbol{P}\right)$ is the measure over the order parameters (apart for constant factors, it is simply given by the Euclidean measure). Of course, the

[^20]free energy of Hopfield model is recovered by taking the limit
\[

$$
\begin{equation*}
f(\beta, \lambda)=\lim _{n \rightarrow 0} \frac{1}{\beta n} A\left[\boldsymbol{m}_{1}, \boldsymbol{Q}, \boldsymbol{P}\right] . \tag{4.62}
\end{equation*}
$$

\]

At this point, we can no longer proceed without assuming a precise form for the overlap order parameters.

## The replica symmetric solution

In the Hopfield model, the RS Ansatz is realized by taking the value of the Mattis magnetization independent on the replica realization. On the other side, the overlap are suppose to have equal non-diagonal elements. Moreover, we set the diagonal entries of the $\boldsymbol{Q}$ matrix equal to 1 (meaning that each replica has maximal overlap with itself), while for the $\boldsymbol{P}$ overlap we can set it to zero. ${ }^{1}$ In mathematical terms, this leads to the choice

$$
\begin{align*}
m_{1}^{(a)} & =m_{1} \quad \forall a, \\
Q_{a b} & =\delta_{a b}+q\left(1-\delta_{a b}\right),  \tag{4.63}\\
P_{a b} & =p\left(1-\delta_{a b}\right) .
\end{align*}
$$

Therefore, we are left only with three order parameters. With this Ansatz, it is possible to compute the replica symmetric free energy $f_{R S}(\beta, \lambda)$. Although the first terms in $A\left[\boldsymbol{m}_{1}, \boldsymbol{Q}, \boldsymbol{P}\right]$ are actually easy to evaluate in the $n \rightarrow 0$ (and we refer to [37] to an exhaustive description), we stress that the last one (involving the quenched averaged $\mathbb{E}$ ) can be estimated as

$$
\begin{equation*}
-\frac{\lambda \beta^{2}}{2} n p+n \mathbb{E} \int d \mu(z) \log 2 \cosh \left(\beta m_{1} \xi^{1}+\beta z \sqrt{\lambda p}\right)+\mathcal{O}\left(n^{2}\right) \tag{4.64}
\end{equation*}
$$

Putting everything together and including the correction term $\lambda /(2 \beta)$ as prescribed above, we are finally able to state the following [13]
Theorem 4.5. The replica symmetric free energy for the Hopfield model in the high storage regime is

$$
\begin{align*}
f_{R S}(\beta, \lambda) & =\frac{m_{1}^{2}}{2}+\frac{\lambda \beta}{2} p(1-q)+\frac{\lambda}{2 \beta}\left(\beta+\log [1-\beta(1-q)]-\frac{q \beta}{1-\beta(1-q)}\right) \\
& -\frac{1}{\beta} \int d \mu(z) \log 2 \cosh \left(\beta m_{1}+\beta z \frac{\sqrt{\lambda q}}{1-\beta(1-q)}\right) \tag{4.65}
\end{align*}
$$

[^21]where the order parameters satisfy the self-consistency equations
\[

$$
\begin{align*}
m_{1} & =\int_{-\infty}^{+\infty} d \mu(z) \tanh \left(\beta m_{1}+\beta z \frac{\sqrt{\lambda q}}{1-\beta(1-q)}\right) \\
q & =\int_{-\infty}^{+\infty} d \mu(z) \tanh ^{2}\left(\beta m_{1}+\beta z \frac{\sqrt{\lambda q}}{1-\beta(1-q)}\right) \tag{4.66}
\end{align*}
$$
\]

at the equilibrium states.
Remark 4.6. We highlight here two points. First of all, the self-consistency equation for the overlap $p$ is algebraic, so it can be easily eliminated on the saddle point when evaluating the free energy. Therefore, we are left only with two order parameters satisfying coupled integral equations. The second point is that it was possible to directly evaluate the quenched average $\mathbb{E}$ since we assumed from the beginning that we are working with only one pattern $\xi^{1}$ candidate to be retrieved. In this way, because of the invariance of Gaussian measure under parity transformation and since the function log cosh is even, we can trivially compute the quenched average. The extension of this equations to the case of $l$ condensed patterns $\xi^{\mu}$ (with $\mu \in(1, \ldots, l)$ ) is

$$
\begin{align*}
m_{\mu} & =\int_{-\infty}^{+\infty} d \mu(z) \mathbb{E} \xi^{\mu} \tanh \left(\beta \boldsymbol{m} \cdot \boldsymbol{\xi}+\beta z \frac{\sqrt{\lambda q}}{1-\beta(1-q)}\right),  \tag{4.67}\\
q & =\int_{-\infty}^{+\infty} d \mu(z) \mathbb{E} \tanh ^{2}\left(\beta \boldsymbol{m} \cdot \boldsymbol{\xi}+\beta z \frac{\sqrt{\lambda q}}{1-\beta(1-q)}\right) .
\end{align*}
$$

Remark 4.7. The Hopfield model in the high storage case beyond the replica symmetric assumption is a very hard task. At present time, the best knowledge we have about it stops at the 2RSB step [121]. However, it has been shown that the modification due to the replica symmetry breaking is negligible to a first approximation (we refer to [37, 122] for further details).

### 4.7 High storage of Gaussian patterns: interpolation method

The Hopfield neural network presents different thermodynamic behaviours depending on the amount of noise the network is embedded in, the amount of load the network has to face but also the nature of the patterns coding the information the network is dealing with, as we will prove in this Section. In particular we are going to show that if the patterns have real entries (rather than digital as previously assumed) a retrieval region in the phase diagram
is no longer possible: this is not really surprising since, if we think that with digital patterns the model can handle at most a fraction $O(N)$ of them, the amount of information supplied to the network with real patterns if real patterns are supplied to the network is not even comparable. Consequently, the system (when not in the ergodic phase) is always a spin-glass, and it can never work as a pattern recognizer.

In this Section, using an analogy among neural networks and bipartite spin glasses, we move the interpolating techniques (essentially based on two different stochastic perturbations) which we use to give a complete description of the analogical Hopfield model phase diagram in the replica symmetric approximation in the high storage regime, and we'll show that the network doesn't present a retrieval phase. The solely difference w.r.t. the model analyzed in the previous Section is the pattern probability distribution (which previously was $\left.\mathcal{P}\left(\xi_{i}^{\mu}\right)=(1 / 2) \delta_{\xi_{i}^{\mu},+1}+(1 / 2) \delta_{\xi_{i}^{\mu},-1}\right)$, is here replaced by a Gaussian probability distribution, i.e.

$$
\mathcal{P}\left(\xi_{i}^{\mu}\right)=\frac{1}{\sqrt{2 \pi}} e^{-\left(\xi_{i}^{\mu}\right)^{2} / 2}
$$

We can apply the Gaussian integration to linearize with respect to the bilinear quenched memories carried by $\xi_{i}^{\mu} \xi_{j}^{\mu}$ the Hopfield partition function, thus obtaining

$$
\begin{equation*}
Z_{N}(\beta, \lambda)=\sum_{\boldsymbol{\sigma}} \int \prod_{\mu=1}^{P} d \mu\left(z_{\mu}\right) \exp \left\{\sqrt{\frac{\beta}{N}} \sum_{\mu=1}^{P} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} z_{\mu}\right\}, \tag{4.68}
\end{equation*}
$$

where $d \mu\left(z_{\mu}\right)$ is again the standard Gaussian measure for all the $z_{\mu}$. Taken $F$ as a generic function of the neurons, we define the Gibbs measure $\omega(F)$ like in equation (2.4) at a given level of noise $\beta$. The $s$-replicated Gibbs measure is defined as in (3.14) in which we replace the coupling matrix $\boldsymbol{J}$ with the pattern vectors $\boldsymbol{\xi}$. All the single Gibbs measures are independent at the same noise level $\beta^{-1}$, and share an identical distribution of quenched memories $\xi$.

Here, the quenched average $\mathbb{E}$ is obviously defined as

$$
\mathbb{E}[F(\boldsymbol{\xi})]=\int \prod_{\mu=1}^{P} \prod_{i=1}^{N} \frac{d \xi_{i}^{\mu} e^{-\frac{\left(\xi_{i}^{\mu}\right)^{2}}{2}}}{\sqrt{2 \pi}} F(\boldsymbol{\xi})=\int F(\boldsymbol{\xi}) d \mu(\boldsymbol{\xi})
$$

for a generic function of these memories $F(\boldsymbol{\xi})$. Of course, $\mathbb{E}\left[\xi_{i}^{\mu}\right]=0$ and $\mathbb{E}\left[\left(\xi_{i}^{\mu}\right)^{2}\right]=1$.Reflecting the bipartite nature of the Hopfield model expressed by Eq. (4.68), we again introduce two other order parameters:

Definition 4.9. The overlap between the replicated neurons (first party overlap), is defined as

$$
Q_{a b}=\frac{1}{N} \sum_{i=1}^{N} \sigma_{i}^{(a)} \sigma_{i}^{(b)} \in[-1,+1] .
$$

The overlap between the replicated Gaussian variables $z$ (second party overlap), is defined as

$$
P_{a b}=\frac{1}{P} \sum_{\mu=1}^{P} z_{\mu}^{(a)} z_{\mu}^{(b)} \in(-\infty,+\infty)
$$

Both the two order parameters above play a considerable role in the theory, since they can express thermodynamical quantities.

We now pay attention to the structure of the free energy: as standard in the interpolation scheme, we want to obtain the it via a sum rule in which we may isolate explicitly the order parameter fluctuations in order to be able to neglect them achieving a replica-symmetric behaviour. Due to the equivalence among neural networks and bipartite spin-glasses [27], we need to generalize the way cavity field and the stochastic stability techniques [10] work on spin glasses to these structures by introducing the following interpolation scheme. For the sake of clearness, in order to exploit the interpolation method adapted to the physics of the model, we introduce 3 free parameters in the interpolating structure (i.e. $A, B, C$ ) that we fix a fortiori, once the sum rule is almost achieved. In a pure stochastic stability fashion, we need to introduce also two classes of i.i.d. $\mathcal{N}(0,1)$ variables, namely $N$ variables $\eta_{i}$ and $P$ variables $\theta_{\mu}$, whose average is still encoded into the $\mathbb{E}$ operator. Then, we make the following
Definition 4.10. The (pattern realization dependent) interpolating statistical $\alpha_{N}(\beta ; t) \equiv \alpha_{N}(t)$ pressure is

$$
\begin{align*}
\alpha_{N}(t)= & \frac{1}{N} \mathbb{E} \log \sum_{\sigma} \int \prod_{\mu=1}^{P} d \mu\left(z_{\mu}\right) \exp \left\{\sqrt{t} \frac{\beta}{N} \sum_{i=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \sigma_{i} z_{\mu}\right\} . \\
& \cdot \exp \left\{A \sqrt{1-t} \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\} \cdot \exp \left\{B \sqrt{1-t} \sum_{\mu=1}^{P} \theta_{\mu} z_{\mu}\right\} .  \tag{4.69}\\
& \cdot \exp \left\{C \frac{1-t}{2} \sum_{\mu=1}^{P} z_{\mu}^{2}\right\},
\end{align*}
$$

where $\eta_{i}, \theta_{\mu} \sim \mathcal{N}(0,1)$.

Remark 4.8. Of course, in this way also the interpolating partition function $Z_{N}(t)$ and the Boltzmann factor $B_{N}(t)$ are straightforwardly defined.

As usual, we stress that $t \in[0,1]$ interpolates between $t=0$ (where the interpolating quenched pressure becomes made of non-interacting systems, i.e. a series of one-body problems whose integration is straightforward) and the opposite limit, $t=1$ recovering the original quenched free energy. The plan is again to evaluate the $t$-streaming of such a quantity and then obtain the Hopfield model free energy by using the fundamental theorem of calculus, just like we did for the Curie-Weiss model in Section 2.4 and for SherringtonKirkpatrick spin glass in 3.5. To formalize this procedure, we state the following

Proposition 4.3. The quenched free energy of the Hopfield model, equipped with real-valued patterns, in the high storage regime, is realized as

$$
\begin{equation*}
\alpha_{N}(\beta, \lambda)=\alpha_{N}(t=1)=\alpha_{N}(t=0)+\int_{0}^{1} d s\left[\partial_{t} \alpha_{N}(t)\right]_{t=s} . \tag{4.70}
\end{equation*}
$$

When evaluating the streaming $\partial_{t} \alpha$, we get the sum of four terms, which we call I, II, III and IV. Each one of them comes as a consequence of the derivation of a corresponding exponential term appearing in the interpolating pressure (4.69). Once introduced the averages $\omega_{t}(\cdot)$ and $\langle\cdot\rangle_{t}=\mathbb{E} \Omega_{t}$ that naturally extend the Gibbs measures encoded in the interpolating scheme (and reduce to the proper one whenever setting $t=1$ ), we can write them
down as

$$
\begin{align*}
\mathrm{I} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\sigma} \int d \mu(z) \sqrt{\frac{\beta}{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \sigma_{i} z_{\mu} \cdot \frac{1}{2 \sqrt{t}} B_{N}(t)\right]= \\
& =\frac{\sqrt{\beta}}{2 N \sqrt{N t}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} \mathbb{E}\left[\xi_{i}^{\mu} \omega_{t}\left(\sigma_{i} z_{\mu}\right)\right]=\frac{\sqrt{\beta}}{2 N \sqrt{N t}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} \mathbb{E}\left[\partial_{\xi_{i}^{\mu}} \omega_{t}\left(\sigma_{i} z_{\mu}\right)\right]= \\
& =\frac{\beta}{2 N} \sum_{\mu=1}^{P-1} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right)-\frac{\lambda \beta}{2}\left\langle q_{12} p_{12}\right\rangle_{t} ;  \tag{4.71}\\
\mathrm{II} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\sigma} \int d \mu(z) \frac{-A}{2 \sqrt{1-t}} \sum_{i=1}^{N} \eta_{i} \sigma_{i} B_{N}(t)\right]= \\
& =\frac{-A}{2 N \sqrt{1-t}} \sum_{i=1}^{N} \mathbb{E}\left[\eta_{i} \omega_{t}\left(\sigma_{i}\right)\right]=\frac{-A}{2 N \sqrt{1-t}} \sum_{i=1}^{N} \mathbb{E}\left[\partial_{\eta_{i}} \omega_{t}\left(\sigma_{i}\right)\right]=  \tag{4.72}\\
& =-\frac{A^{2}}{2}\left(1-\left\langle q_{12}\right\rangle_{t}\right) ; \\
\mathrm{III} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\sigma} \int d \mu(z) \frac{-B}{2 \sqrt{1-t}} \sum_{\mu=1}^{P-1} \theta_{\mu} z_{\mu} B_{N}(t)\right]= \\
& =\frac{-B}{2 N \sqrt{1-t}} \sum_{\mu=1}^{P-1} \mathbb{E}\left[\theta_{\mu} \omega_{t}\left(z_{\mu}\right)\right]=\frac{-B}{2 N \sqrt{1-t}} \mathbb{E}\left[\partial_{\theta_{\mu}} \omega_{t}\left(z_{\mu}\right)\right]=  \tag{4.73}\\
& =-\frac{B^{2}}{2 N} \sum_{\mu=1}^{P-1} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right)+\frac{\lambda B^{2}}{2}\left\langle p_{12}\right\rangle_{t} .
\end{align*}
$$

In the computation of these three terms, we used Wick theorem with respect to the auxiliary fields $\eta_{i}$ and $\eta_{\mu}$. Finally, the term IV is easily calculated as

$$
\begin{equation*}
\mathrm{IV}=\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\boldsymbol{\sigma}} \int d \mu(z) \frac{-C}{2} \sum_{\mu=1}^{P-1} z_{\mu}^{2} B_{N}(t)\right]=-\frac{C}{2 N} \sum_{\mu=1}^{P} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right) \tag{4.74}
\end{equation*}
$$

In the replica symmetric ansatz, the order parameters $m, q_{12}, p_{12}$ do not fluctuate with respect to the quenched average, so let us define their thermodynamic values as $\langle m\rangle_{t}=m,\left\langle q_{12}\right\rangle_{t}=q,\left\langle p_{12}\right\rangle_{t}=p$. Summing all the contributions given by I, II, III and IV, and adding conveniently and subtracting the
term $\lambda \beta q p / 2$, we get

$$
\begin{aligned}
\frac{\partial \alpha_{N}(t)}{\partial t} & =\left(\beta-B^{2}-C\right) \frac{1}{2 N} \mathbb{E} \sum_{\mu=1}^{P} \omega_{t}\left(z_{\mu}^{2}\right)-\frac{\lambda \beta}{2}\left\langle q_{12} p_{12}\right\rangle_{t} \\
& -\frac{A^{2}}{2}\left(1-\left\langle q_{12}\right\rangle_{t}\right)+\frac{\lambda B^{2}}{2}\left\langle p_{12}\right\rangle_{t}+\frac{\lambda \beta}{2} q p-\frac{\lambda \beta}{2} q p
\end{aligned}
$$

Since $A, B$ and $C$ are tunable parameters, we can make the following choice:

$$
A=\sqrt{\lambda \beta p}, \quad B=\sqrt{\beta q}, \quad C=\beta(1-q)
$$

so that we get

$$
\begin{equation*}
\frac{\partial \alpha_{N}(t)}{\partial t}=-\frac{\lambda \beta}{2}\left\langle\left(q_{12}-q\right)\left(p_{12}-p\right)\right\rangle_{t}-\frac{\lambda \beta}{2} p(1-q) \tag{4.75}
\end{equation*}
$$

Remark 4.9. In the definition of the overlaps $Q_{a b}$ and $P_{a b}$, we showed that these quantities can also take negative values. This might seem in contradiction with the definition of the parameters $A$ and $B$ because we have a square root of a potentially negative term. Going on with the discussion, precisely once we get to the self-consistency equations, we will verify that these quantities can only take non-negative values, thus justifying our procedure.

In order to get the replica symmetric solution $\alpha_{N}(\beta)$ we impose the selfaveraging of the overlaps in the thermodynamic limit, so that we need to evaluate only

$$
\alpha_{N}(\beta)=\alpha_{N}(t=0)-\frac{\lambda \beta}{2} p(1-q)-\frac{\lambda \beta}{2}
$$

where we have reinserted the factor that comes from the diagonal term of the first party as explained previously. The evaluation of $\alpha_{N}(t=0)$ is easily performed because it is a one-body calculation. With simple manipulations, we have

$$
\begin{aligned}
\alpha_{N}(t=0) & =\frac{1}{N} \mathbb{E} \log \sum_{\sigma} \exp \left\{\sqrt{\lambda \beta p} \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\} \\
& +\frac{1}{N} \mathbb{E} \log \int \prod_{\mu=1}^{P} d z_{\mu} \exp \left\{-\frac{1}{2} \sum_{\mu=1}^{P} z_{\mu}^{2}(1-\beta(1-q))+\sqrt{\beta q} \sum_{\mu=1}^{P} \theta_{\mu} z_{\mu}\right\}= \\
& =\int d \mu(z) \log 2 \cosh (\sqrt{\lambda \beta p} z)+\frac{\lambda}{2} \log (1-\beta(1-\bar{q})) \\
& +\lambda \mathbb{E} \log \int d r e^{-r^{2} / 2} e^{\sqrt{\frac{\beta \overline{( }}{1-\beta(\bar{q})}} \eta r},
\end{aligned}
$$

where we introduced $r=\sigma z$, with $\sigma$ defining the standard Gaussian variance such that $\sigma^{2}=(1-\beta(1-q))^{-1}$. As a consequence, we get

$$
\begin{aligned}
\alpha_{N}(t=0)= & \log 2+\int d \mu(z) \log \cosh (\sqrt{\lambda \beta p} z) \\
& +\frac{\lambda}{2} \log \left(\frac{1}{1-\beta(1-q)}\right)+\frac{\lambda \beta}{2} \frac{q}{1-\beta(1-q)} .
\end{aligned}
$$

Overall, we can state the next theorem.
Theorem 4.6. The thermodynamic limit of the replica symmetric pressure function of the analogical Hopfield neural network is given by the following expression

$$
\begin{align*}
\alpha(\beta, \lambda)=\log 2+ & \int d \mu(z) \log \cosh (\sqrt{\lambda \beta p} z)+\frac{\lambda}{2} \log \left(\frac{1}{1-\beta(1-q)}\right) \\
& +\frac{\lambda \beta}{2} \frac{q}{1-\beta(1-q)}-\frac{\lambda \beta}{2} p(1-q)-\frac{\lambda \beta}{2} \tag{4.76}
\end{align*}
$$

where $q$ and $p$ satisfy equations (4.77) and (4.78) respectively at the equilibrium states.

Indeed, self-consistency relations can be found by imposing equal to zero the partial derivatives of the free energy with respect to its order parameters. Therefore, we obtain

$$
\begin{align*}
& \frac{\partial \alpha}{\partial q}=\frac{\lambda \beta}{2}\left(p-\frac{\beta q}{(1-\beta(1-q))^{2}}\right)=0  \tag{4.77}\\
& \frac{\partial \alpha}{\partial p}=\frac{\lambda \beta}{2}\left(\int d \mu(z) \tanh ^{2}(\sqrt{\lambda \beta p} z)-q\right)=0 \tag{4.78}
\end{align*}
$$

Upon eliminating $p$ on the saddle point, we have

$$
\begin{equation*}
q=\int d \mu(z) \tanh ^{2}\left(\frac{\sqrt{\lambda q} \beta z}{1-\beta(1-q)}\right) . \tag{4.79}
\end{equation*}
$$

Remark 4.10. We would like to point out two key observations:

- the quenched noise is universal. In fact, if we look back at Eq. (3.100) (with $t=1$ ) and compare it to equation (4.79), we see that the part identifying the value of $q$ for the phase transition has the same structure. We will verify this universal property also for the hybrid neural network, thus deducing that the SG-paramagnetic line is the same in every model showing these properties.
- the signal is not universal. In particular, while a retrieval phase (coded by a positive Mattis magnetization in the thermodynamic limit) is available when the stored patterns are digital, in the high storage this region is destroyed if the stored patterns have real-valued entries.

We are now ready to analyze hybrid Hopfield neural networks, whose patterns are mixtures of Boolean and Gaussian samples. Before entering the (quite lenghty) calculations, we would to motivate why we are going to spend a lot of efforts for tackling this problem. In a nutshell, as we will see in the next Chapter (which is devoted to learning capabilities of neural networks), we will introduce the Restricted Boltzmann Machine (RBM) as the archetype of machine learning: remarkably we will show that RBMs and Hopfield networks share the same marginal distributions, suggesting the intuitive concept that learning and retrieval are two aspects of a single phenomenon that is cognition. However, while we equipped the Hopfield model with both real valued and discrete patterns, patterns in the RBM - or weights in Machine Learning jargon - must necessarily be real since learning requires making derivatives w.r.t. these weights. However, we already saw that Hopfield networks with solely real-valued patterns do not have a retrieval region. Thus, in order for the learning algorithms of the RBMs to be able to harmonically coexist with the retrieval phase in the dual Hopfield models, we will see that an hybrid Hopfield network still preserves the phase diagramù of the Boolean Hopfield model, despite having the bulk of patterns with real-valued entries. Hence, the overall theoretical scaffold of AI - when analyzed through statistical mechanics - is preserved.

### 4.7.1 The hybrid case: a Boolean pattern in a real sea

We will begin our discussion by setting up the characteristics of the model and the statistical tools. We recall here

Definition 4.11. The Hamiltonian function for the analog Hopfield neural network with $N$ Ising spins $\sigma_{i}= \pm 1, i=1, \ldots, N$ and $P$ patterns is

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{N} \sum_{1 \leq i<j \leq N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}, \tag{4.80}
\end{equation*}
$$

where $\xi_{i}^{\mu} \sim \mathcal{N}(0,1) \forall i=1, \ldots, N, \mu=1, \ldots, P$.
In our hybrid model, we will instead introduce one binary pattern $\tilde{\xi}$ and $P-1 \sim \lambda N$, with $\lambda>0$, real patterns $\xi_{i}^{\mu}$ with the following probability
distributions:

$$
\begin{cases}\tilde{\xi}_{i}: \mathcal{P}\left\{\tilde{\xi}_{i}=1\right\}=\mathcal{P}\left\{\tilde{\xi}_{i}=-1\right\}=\frac{1}{2} & \forall i=1 \ldots N, \\ \xi_{i}^{\mu} \sim \mathcal{N}(0,1) & \forall i=1 \ldots N, \mu=1, \ldots, P-1 .\end{cases}
$$

The Hamiltonian is therefore naturally splitted in two terms separating the part that concerning the binary pattern from the real ones. Therefore, we have the following

Definition 4.12. The Hamiltonian for an hybrid Hopfield neural network with $N$ Ising spins $\sigma_{i}= \pm 1, i=1, \ldots, N$, one Boolean $\tilde{\xi}$ and $P-1$ Gaussian patterns $\xi_{i}^{\mu}$ is

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, \tilde{\xi})=-\frac{1}{N} \sum_{i<j}^{N} \tilde{\xi}_{i} \tilde{\xi}_{j} \sigma_{i} \sigma_{j}-\frac{1}{N} \sum_{i<j}^{N} \sum_{\mu=1}^{P-1} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j} \tag{4.81}
\end{equation*}
$$

where $\mathcal{P}\left(\tilde{\xi}_{i}= \pm 1\right)=1 / 2$ and $\mathcal{P}\left(\xi_{i}^{\mu}\right)=\mathcal{N}(0,1)$.
It is clear that the such an Hamiltonian can be expressed as ${ }^{1}$

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, \tilde{\xi})=-\frac{1}{2 N} \sum_{i, j=1}^{N} \tilde{\xi}_{i} \tilde{\xi}_{j} \sigma_{i} \sigma_{j}-\frac{1}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P-1} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+\frac{1}{2 N} \sum_{i=1}^{N} \sum_{\mu=1}^{P-1}\left(\xi_{i}^{\mu}\right)^{2} \tag{4.82}
\end{equation*}
$$

It is important to notice that, if we perform a Mattis gauge on the Boolean term, the Hamiltonian is written as the sum of a Curie-Weiss and an analog Hopfield term. Such structure will be convenient in preparation for the next Section, where we will combine the Guerra interpolation techniques done for both of the models in sections 2.4 and 4.7. Then:

Definition 4.13. The partition function associated to the Hamiltonian (4.81) is

$$
\begin{equation*}
Z_{N}(\beta, \lambda)=e^{-\frac{\beta}{2 N} \sum_{i \mu}\left(\xi_{i}^{\mu}\right)^{2}} \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \tilde{\xi}_{i} \tilde{\xi}_{j} \sigma_{i} \sigma_{j}+\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P-1} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\} . \tag{4.83}
\end{equation*}
$$

[^22]Even though the partition function $Z_{N}$, and the functions that we will obtain from it, is also a function of the patterns, to simplify the notation we only leave visible (as standard in this thesis) the dependency from the parameters $\beta$ and $\lambda$.

Our ultimate goal is to write an explicit expression for the thermodynamic limit of the quenched free energy density $f_{N}(\beta, \lambda)$ or of the statistical pressure $\alpha_{N}(\beta, \lambda)$ in the order parameters. After that, we want to find the minimizing measures for the free energy by deriving this expression with respect to the order parameters. As a result, we will get the self-consistency equations for the latters, whose solutions will be the ones we are looking for to have the actual value of the free energy of the system at the equilbrium. For practical reasons, we choose to work on the quenched intensive pressure $\alpha_{N}(\beta, \lambda)$, of which we remind the definition:

Definition 4.14. The statistical pressure and the free energy of the hybrid Hopfield model (4.81) are

$$
\begin{equation*}
\alpha_{N}(\beta, \lambda)=-\beta f_{N}(\beta)=\frac{1}{N} \mathbb{E} \log Z_{N}(\beta), \tag{4.84}
\end{equation*}
$$

where $\mathbb{E}$ stands for the average over the quenched memories for any generic function $F(\xi, \tilde{\xi})$ depending on $\xi$ and $\tilde{\xi}$, that is

$$
\begin{equation*}
\mathbb{E}[F(\xi, \tilde{\xi})]=\int \prod_{\mu=1}^{P-1} \prod_{i=1}^{N} \frac{d \xi_{i}^{\mu}}{\sqrt{2 \pi}} e^{-\frac{\left(\xi_{i}^{\mu}\right)^{2}}{2}} \cdot \prod_{j=1}^{N} \sum_{\left\{\tilde{\xi}_{j}\right\}} \frac{1}{2} F(\xi, \tilde{\xi}) . \tag{4.85}
\end{equation*}
$$

As we did for standard Hopfield model, it is now useful to apply the Gaussian integration to linearize the second factor of equation (4.83) with respect to the bilinear quenched memories carried by $\xi_{i}^{\mu} \xi_{j}^{\mu}$ :

$$
\begin{align*}
Z_{N}(\beta, \lambda)= & \exp \left(-\frac{\beta}{2 N} \sum_{i} \sum_{\mu}\left(\xi_{i}^{\mu}\right)^{2}\right) \cdot \\
& \cdot \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \tilde{\xi}_{i} \tilde{\xi}_{j} \sigma_{i} \sigma_{j}+\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P-1} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\}= \\
= & \exp \left(-\frac{\beta}{2 N} \sum_{i \mu}\left(\xi_{i}^{\mu}\right)^{2}\right) \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \tilde{\xi}_{i} \tilde{\xi}_{j} \sigma_{i} \sigma_{j}\right\} .  \tag{4.86}\\
& \cdot \int_{\mathbb{R}^{P-1}} d \mu(\boldsymbol{z}) \exp \left\{\sqrt{\frac{\beta}{N}} \sum_{\mu=1}^{P-1} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} z_{\mu}\right\},
\end{align*}
$$

where $d \mu(\boldsymbol{z})=\prod_{\mu=1}^{P-1} \frac{d z_{\mu}}{\sqrt{2 \pi}} e^{z_{\mu}^{2} / 2}$ is the $(P-1)$-dimensional Gaussian measure. Therefore, using the definition of $\alpha_{N}$ given in (4.84) and equations (4.83) and (4.86), we have

$$
\begin{align*}
\alpha_{N}(\beta, \lambda)= & -\frac{\lambda \beta}{2}+\frac{1}{N} \mathbb{E} \log \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i j} \tilde{\xi}_{i} \tilde{\xi}_{j} \sigma_{i} \sigma_{j}\right\} . \\
& \cdot \int_{\mathbb{R}^{P-1}} d \mu(\boldsymbol{z}) \exp \left\{\sqrt{\frac{\beta}{N}} \sum_{\mu=1}^{P-1} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} z_{\mu}\right\} . \tag{4.87}
\end{align*}
$$

Given expression (4.87), we can notice that the second term is factorized into an exponential that refers to the binary pattern and the other one referring to the gaussian patterns. As mentioned previously after equation (4.82), the presence of these two distinct factors recalling the Curie-Weiss and the Hopfield models, suggests the choice of an interpolation function that combines the ones used in these cases. Therefore, we shall proceed in perfect analogy with sections 2.4 and 4.7. To do so, we have to introduce four tunable parameters $A, B, C, \psi$ (to be fixed later) and two classes $\left\{\eta_{i}\right\}_{i=1}^{N}$ and $\left\{\theta_{\mu}\right\}_{\mu=1}^{p-1}$ of i.i.d. $\mathcal{N}(0,1)$ variables. Therefore, with the use of a parameter $t \in[0,1]$, we can define the following interpolating functions.

Definition 4.15. The interpolating partition function for the simple hybrid Hopfield network is the following:

$$
\begin{align*}
Z_{N}(\beta, \lambda ; t) \doteq & Z_{N}(t)=e^{-\frac{\beta}{2 N} \sum_{i} \sum_{\mu}\left(\xi_{i}^{\mu}\right)^{2}} \sum_{\boldsymbol{\sigma}} \int d \mu(\boldsymbol{z}) \exp \left\{t \frac{\beta}{2} N m^{2}\right\} \\
& \cdot \exp \left\{(1-t) \psi N m+\sqrt{t} \sqrt{\frac{\beta}{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{P-1} \xi_{i}^{\mu} \sigma_{i} z_{\mu}\right\} \\
& \cdot \exp \left\{A \sqrt{1-t} \sum_{i=1}^{N} \eta_{i} \sigma_{i}+B \sqrt{1-t} \sum_{\mu=1}^{P-1} \theta_{\mu} z_{\mu}\right\}  \tag{4.88}\\
& \cdot \exp \left\{(1-t) \frac{C}{2} \sum_{\mu=1}^{P-1} z_{\mu}^{2}\right\}
\end{align*}
$$

and the interpolating quenched intensive pressure is

$$
\begin{equation*}
\alpha_{N}(\beta, \lambda ; t) \doteq \alpha_{N}(t)=\frac{1}{N} \mathbb{E} \log Z_{N}(t) \tag{4.89}
\end{equation*}
$$

Again, it is simple to check that we recover the same interpolating properties that we had for the separate models. In fact, $\alpha_{N}(t=1)=\alpha_{N}(\beta, \lambda)$
and $\alpha_{N}(t=0)$ is made of a series of one-body systems. Furthermore, thanks to equation (4.88), we can extend the Gibbs measures $\omega$ and $\Omega$ to their interpolating counterparts $\omega_{t}$ and $\Omega_{t}$. We can therefore introduce the average $\langle\cdot\rangle_{t}=\mathbb{E} \Omega_{t}$ recovering the proper measures for $t=1$. Hence, assuming that $\alpha_{N}(t)$ is sufficiently regular, we give the expression for the quenched intensive pressure using as usual the fundamental theorem of calculus:

Proposition 4.4. The thermodynamic limit of the quenched free energy of the hybrid Hopfield model is realized as

$$
\begin{equation*}
\alpha_{N}(\beta, \lambda)=\alpha_{N}(t=1)=\alpha_{N}(t=0)+\int_{0}^{1} d s\left[\partial_{t} \alpha_{N}(t)\right]_{t=s} . \tag{4.90}
\end{equation*}
$$

Since $\alpha_{N}(t=0)=\frac{1}{N} \mathbb{E} \log Z_{N}(t=0)$ consists in one-body systems, we can directly evaluated it. Thus, we obtain

$$
\begin{align*}
Z_{N}(t=0) & =e^{-\frac{\beta}{2 N} \sum_{i \mu}\left(\xi_{i}^{\mu}\right)^{2}} \sum_{\boldsymbol{\sigma}} \exp \left\{\psi \sum_{i=1}^{N} \tilde{\xi}_{i} \sigma_{i}+A \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\} . \\
& \cdot \int d \mu(\boldsymbol{z}) \exp \left\{\frac{C}{2} \sum_{\mu=1}^{P-1} z_{\mu}^{2}+B \sum_{\mu=1}^{P-1} \theta_{\mu} z_{\mu}\right\}= \\
& =e^{-\frac{\beta}{2 N} \sum_{i \mu}\left(\xi_{i}^{\mu}\right)^{2}}\left(\prod_{i=1}^{N} \sum_{\sigma} e^{\left(\psi+A \eta_{i}\right) \sigma_{i}}\right) \int \prod_{\mu=1}^{P-1} \frac{d z_{\mu}}{\sqrt{2 \pi}} e^{-\left(\frac{1-C}{2}\right) z_{\mu}^{2}+B \theta_{\mu} z_{\mu}}= \\
& =e^{-\frac{\beta}{2 N} \sum_{i \mu}\left(\xi_{i}^{\mu}\right)^{2}}\left(2^{N} \prod_{i=1}^{N} \cosh \left(\psi \tilde{\xi}_{i}+A \eta_{i}\right)\right) \frac{e^{\frac{P-1}{2(1-C)} B^{2} \theta^{2}}}{(1-C)^{(P-1) / 2}}, \tag{4.91}
\end{align*}
$$

where $\theta \sim \mathcal{N}(0,1)$. Consequently, the associated intensive pressure is

$$
\begin{equation*}
\alpha_{N}(t=0)=-\frac{\lambda \beta}{2}+\mathbb{E} \log 2 \cosh (\psi \tilde{\xi}+A \theta)-\frac{\lambda}{2} \log (1-C)+\frac{\lambda B^{2}}{2(1-C)} \tag{4.92}
\end{equation*}
$$

Finally, we have to calculate $\partial_{t} \alpha_{N}(t)=\partial_{t} \frac{1}{N} \mathbb{E} \log Z_{N}(t)$. In this computation, it is convenient to observe that it is the sum of six terms (I, II, III, IV, V, VI), each coming from the derivation of the corresponding exponential term in equation (4.88).
Terms I and II come from the boolean section and their calculation is straight-
forward:

$$
\begin{align*}
\mathrm{I} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \int d \mu(\boldsymbol{z}) \sum_{\boldsymbol{\sigma}} \frac{\beta}{2} N m^{2} B_{N}(t)\right]=  \tag{4.93}\\
& =\frac{\beta}{2} \mathbb{E} \omega_{t}\left(m^{2}\right) \\
\mathrm{II} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \int d \mu(\boldsymbol{z}) \sum_{\boldsymbol{\sigma}}(-\psi N m) B_{N}(t)\right]=  \tag{4.94}\\
& =-\psi \mathbb{E} \omega_{t}(m)
\end{align*}
$$

where $B_{N}(t)$ is the generalized Boltzmann state. For terms III, IV and V, we proceed in perfect analogy with section 4.7 by using Wick theorem on the patterns and the auxiliary fields:

$$
\begin{align*}
\mathrm{III} & =\frac{1}{N} \mathbb{E}\left[\sum_{\boldsymbol{\sigma}} \int d \mu(\boldsymbol{z}) \sqrt{\frac{\beta}{N}} \sum_{i, \mu}^{N, P-1} \xi_{i}^{\mu} \sigma_{i} z_{\mu} \cdot \frac{1}{2 \sqrt{t}} B_{N}(t)\right]= \\
& =\frac{\sqrt{\beta}}{2 N \sqrt{N t}} \sum_{i, \mu}^{N, P-1} \mathbb{E}\left[\xi_{i}^{\mu} \omega_{t}\left(\sigma_{i} z_{\mu}\right)\right]= \\
& =\frac{\sqrt{\beta}}{2 N \sqrt{N t}} \sum_{i, \mu}^{N, P-1} \mathbb{E}\left[\partial_{\xi_{i}^{\mu}} \omega_{t}\left(\sigma_{i} z_{\mu}\right)\right]=  \tag{4.95}\\
& =\frac{\beta}{2 N} \sum_{\mu=1}^{P-1} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right)-\frac{\lambda \beta}{2}\left\langle q_{12} p_{12}\right\rangle_{t} ; \\
\text { IV } & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\boldsymbol{\sigma}} \int d \mu(\boldsymbol{z}) \frac{-A}{2 \sqrt{1-t}} \sum_{i=1}^{N} \eta_{i} \sigma_{i} B_{N}(t)\right]= \\
& =\frac{-A}{2 N \sqrt{1-t}} \sum_{i=1}^{N} \mathbb{E}\left[\eta_{i} \omega_{t}\left(\sigma_{i}\right)\right]=  \tag{4.96}\\
& =\frac{-A}{2 N \sqrt{1-t}} \sum_{i=1}^{N} \mathbb{E}\left[\partial_{\eta_{i}} \omega_{t}\left(\sigma_{i}\right)\right]= \\
& =-\frac{A^{2}}{2}\left(1-\left\langle q_{12}\right\rangle_{t}\right) ;
\end{align*}
$$

$$
\begin{align*}
\mathrm{V} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\boldsymbol{\sigma}} \int d \mu(\boldsymbol{z}) \frac{-B}{2 \sqrt{1-t}} \sum_{\mu=1}^{P-1} \theta_{\mu} z_{\mu} B_{N}(t)\right]= \\
& =\frac{-B}{2 N \sqrt{1-t}} \sum_{\mu=1}^{P-1} \mathbb{E}\left[\theta_{\mu} \omega_{t}\left(z_{\mu}\right)\right]=\frac{-B}{2 N \sqrt{1-t}} \mathbb{E}\left[\partial_{\theta_{\mu}} \omega_{t}\left(z_{\mu}\right)\right]=  \tag{4.97}\\
& =-\frac{B^{2}}{2 N} \sum_{\mu=1}^{P-1} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right)+\frac{\lambda B^{2}}{2}\left\langle p_{12}\right\rangle_{t} .
\end{align*}
$$

Finally, the term VI is easily computed with standard Gaussian integration, so

$$
\begin{align*}
\mathrm{VI} & =\frac{1}{N} \mathbb{E}\left[\frac{1}{Z_{N}(t)} \sum_{\boldsymbol{\sigma}} \int d \mu(\boldsymbol{z}) \frac{-C}{2} \sum_{\mu=1}^{P-1} z_{\mu}^{2} B_{N}(t)\right]=  \tag{4.98}\\
& =-\frac{C}{2 N} \sum_{\mu=1}^{P-1} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right)
\end{align*}
$$

Summing the final expressions of equations (4.93), (4.94), (4.95), (4.96), (4.97) and (4.98), we get

$$
\begin{align*}
\frac{\partial \alpha_{N}}{\partial t}(t) & =\mathbb{E} \omega_{t}\left(\frac{\beta}{2}\left(m^{2}-\frac{2 \psi}{\beta} m\right)\right)+\frac{1}{2 N}\left(\beta-B^{2}-C\right) \sum_{\mu=1}^{P-1} \mathbb{E} \omega_{t}\left(z_{\mu}^{2}\right)+  \tag{4.99}\\
& -\frac{\lambda \beta}{\left\langle q_{12} p_{12}\right\rangle_{t}}-\frac{A^{2}}{2}\left(1-\left\langle q_{12}\right\rangle_{t}\right)+\frac{\lambda B^{2}}{2}\left\langle p_{12}\right\rangle_{t}
\end{align*}
$$

Again, to assume the the replica symmetric ansatz, we require that the order parameters $m, q_{12}, p_{12}$ do not fluctuate with respect to the quenched average in the thermodynamic limit, so we introduce the only values that they can acquire:

$$
\langle m\rangle_{t}=\bar{m}, \quad\left\langle q_{12}\right\rangle_{t}=q, \quad\left\langle p_{12}\right\rangle_{t}=p .
$$

We now fix the four parameters $A, B, C, \psi$ in order to simplify the expression of $\alpha_{N}(t)$, then making the RS Ansatz in the thermodynamic limit. We choose

$$
\begin{equation*}
A=\sqrt{\lambda \beta p}, \quad B=\sqrt{\beta q}, \quad C=\beta(1-q), \quad \psi=\bar{m} \beta \tag{4.100}
\end{equation*}
$$

where the choice of $\psi$ can be justified for the same reasons that we illustrated in section 2.4. Replacing these values and adding and subtracting $\frac{\lambda \beta}{2} q p$ in Eq. (4.99), we have

$$
\begin{equation*}
\frac{\partial \alpha_{N}}{\partial t}(t)=\frac{\beta}{2} \mathbb{E} \omega_{t}\left(\left(m-\bar{m}^{2}\right)\right)-\frac{1}{2} \beta \bar{m}^{2}-\frac{\lambda \beta}{2}\left\langle\left(q_{12}-q\right)\left(p_{12}-p\right)\right\rangle_{t}-\frac{\lambda \beta}{2} p(1-q) . \tag{4.101}
\end{equation*}
$$

According to Eq. (4.90), we can finally write the explicit expression for the quenched pressure at a finite volume $N$ using expressions (4.92) and (4.101)

$$
\begin{align*}
\alpha_{N}(\beta, \lambda)= & -\frac{\lambda \beta}{2}+\log 2+\mathbb{E} \log \cosh (\beta \bar{m}+\sqrt{\lambda \beta p} \theta)-\frac{\lambda}{2} \log (1-\beta(1-q))+ \\
& -\frac{\lambda \beta}{2} \cdot \frac{q}{1-\beta(1-q)}+\frac{\beta}{2} \mathbb{E} \omega_{t}\left((m-\bar{m})^{2}\right)-\frac{\beta}{2} \bar{m}^{2}+ \\
& -\frac{\lambda \beta}{2}\left\langle\left(q_{12}-q\right)\left(p_{12}-p\right)\right\rangle_{t}-\frac{\lambda \beta}{2} p(1-q) . \tag{4.102}
\end{align*}
$$

Finally, performing the thermodynamic limit of the previous equation and making the RS ansatz, we have that

$$
\begin{array}{r}
\mathbb{E} \omega_{t}\left((m-\bar{m})^{2}\right) \underset{N \rightarrow \infty}{\longrightarrow} 0, \\
\left\langle\left(q_{12}-q\right)\left(p_{12}-p\right)\right\rangle_{t} \underset{N \rightarrow \infty}{\longrightarrow} 0,
\end{array}
$$

so we can state the following theorem
Theorem 4.7. The replica symmetric thermodynamic limit of the free energy density of the hybrid Hopfield neural network with $N$ Ising spins $\sigma_{i} \in$ $\{-1,+1\} \forall i=1, \ldots, N$, one binary pattern and a high load of $P-1$ real patterns, described by the Hamiltonian (4.82), is determined by the minimum value of the following function:

$$
f(\beta, \lambda)=-\frac{1}{\beta} \alpha(\beta, \lambda)
$$

where

$$
\begin{align*}
\alpha(\beta, \lambda)= & -\frac{\lambda \beta}{2}+\log 2+\mathbb{E} \log \cosh (\beta m+\sqrt{\lambda \beta p} \theta)-\frac{1}{2} \beta m^{2}+ \\
& -\frac{\lambda}{2} \log (1-\beta(1-q))+\frac{\lambda \beta q}{2(1-\beta(1-q))}-\frac{\lambda \beta}{2} p(1-q), \tag{4.103}
\end{align*}
$$

where the order parameter $m, q$ and $p$ are respectively the magnetization, the binary and real overlaps.

Note that, for the sake of notation homogeneity, in previous the we dropped the bar over the thermodynamic value for the magnetization.

Remark 4.11. For $\lambda=0$, we obtain the classic intensive pressure of the Curie-Weiss model, see Chapter 2. Furthermore, eliminating the Boolean pattern, i.e. putting $m=0$, we recover the expression for the Hopfield network with a high load of analogical patterns (4.76).

To find the value of the free energy of the system, according to the minimum energy principle and the maximum entropy principle, we have to values for the order parameters in which $f$ is minimized (or $\alpha$ is maximized). To achieve this, we derive equation (4.103) with respect to its order parameters and set the result equal to zero, thus obtaining the self-consistency relations.

$$
\begin{align*}
\frac{\partial \alpha}{\partial p} & =\frac{\partial}{\partial p} \int_{-\infty}^{+\infty} \frac{d \theta}{\sqrt{2 \pi}} e^{-\theta^{2} / 2} \log \cosh (\beta m+\sqrt{\lambda \beta p} \theta)-\frac{\lambda \beta}{2}(1-q)= \\
& =\frac{\sqrt{\lambda \beta}}{2 \sqrt{p}} \int_{-\infty}^{+\infty} \frac{d \theta}{\sqrt{2 \pi}} \theta e^{-\theta^{2} / 2} \tanh (\beta m+\sqrt{\lambda \beta p} \theta)= \\
& =-\frac{\lambda \beta}{2} \int_{-\infty}^{+\infty} d \mu(\theta) \tanh ^{2}(\beta m+\sqrt{\lambda \beta p} \theta)+\frac{\lambda \beta}{2}-\frac{\lambda \beta}{2}(1-q)=0 \tag{4.104}
\end{align*}
$$

where we have performed an integration by parts in to get to the third equation, and

$$
\begin{align*}
\frac{\partial \alpha}{\partial q} & =\frac{\lambda \beta}{2}\left[-\frac{1}{1-\beta(1-q)}+\frac{1-\beta}{(1-\beta(1-q))^{2}}+p\right]=0  \tag{4.105}\\
\frac{\partial \alpha}{\partial m} & =\frac{\partial}{\partial m} \int d \mu(\theta) \log \cosh (\beta m+\sqrt{\lambda \beta p} \theta)-\beta m= \\
& =\int_{-\infty}^{+\infty} d \mu(\theta) \tanh (\beta m+\sqrt{\lambda \beta p} \theta) \beta-\beta m=0 \tag{4.106}
\end{align*}
$$

Hence, we get the three self-consistency equations

$$
\begin{align*}
m & =\int_{\mathbb{R}} d(\theta) \tanh (\beta m+\sqrt{\lambda \beta p} \theta)  \tag{4.107}\\
q & =\int_{\mathbb{R}} d \mu(\theta) \tanh ^{2}(\beta m+\sqrt{\lambda \beta p} \theta)  \tag{4.108}\\
p & =\frac{\beta q}{(1-\beta(1-q))^{2}} . \tag{4.109}
\end{align*}
$$

From these equations we find that $q$ has a second order transition phase, thus giving the SG-paramagnetic transition, while we the magnetization $\bar{m}$ doesn't only have the null value as a solution to (4.107), thus showing a first order transition phase from a ferromagnetic state to a paramagnetic one.
We can finally assert that the hybrid Hopfield neural network with one boolean pattern and a high load of real patters presents a retrieval phase of the boolean memory. The details of these last considerations will be illustrated in the next section with an appropriate phase diagram, because this simple model is just a particular case of the general one with a low storage of boolean patterns.

### 4.7.2 The hybrid case: many Boolean patterns in a real sea

After studying the hybrid model with one boolean pattern and a high load of real patterns, it comes naturally to wonder whether the non trivial case of a hybrid network with the same amount of real patters but with a low load of binary ones will behave in the same way. To answer to this question, we have combined two different solving strategies: the stochastic stability and the Hamilton-Jacobi technique.

We will assign the variables $\tilde{\xi}^{\nu}, \nu=1, \ldots, K \sim \gamma \log N$ to the dychotomic patterns and $\xi^{\mu}, \mu=1, \ldots, P \sim \lambda N$ to the real ones (obviously $\gamma, \lambda \geq 0$ ). The probability distribution generating the patterns are respectively

$$
\begin{cases}\mathcal{P}\left\{\tilde{\xi}_{i}^{\nu}=1\right\}=\mathcal{P}\left\{\tilde{\xi}_{i}^{\nu}=-1\right\}=\frac{1}{2} & \forall i=1, \ldots, N \text { and } \nu=1, \ldots, k \\ \xi_{i}^{\mu} \sim \mathcal{N}(0,1) & \forall i=1, \ldots, N \text { and } \mu=1, \ldots, p\end{cases}
$$

Following the description of the generic Hopfield neural network given in (4.2), we then define

Definition 4.16. The Hamiltonian function for the hybrid Hopfield neural network with a high load $P$ of real patterns and a low load $K$ of boolean memories is

$$
\begin{align*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, \tilde{\boldsymbol{\xi}})= & -\frac{1}{N} \sum_{1 \leq i<j \leq N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}-\frac{1}{N} \sum_{1 \leq i<j \leq N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}= \\
= & -\frac{1}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}-\frac{1}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+\frac{k}{2} \\
& +\frac{1}{2 N} \sum_{i=1}^{N} \sum_{\mu=1}^{P}\left(\xi_{i}^{\mu}\right)^{2} . \tag{4.110}
\end{align*}
$$

Of course, the average over the quenched memories $\left\{\tilde{\xi}_{i}^{\nu}\right\}_{i, \nu}$ and $\left\{\xi_{i}^{\mu}\right\}_{i, \mu}$ for a generic function $F(\boldsymbol{\xi}, \tilde{\boldsymbol{\xi}})$ is now

$$
\mathbb{E}[F(\boldsymbol{\xi}, \tilde{\boldsymbol{\xi}})]=\int \prod_{\mu=1}^{P} \prod_{i=1}^{N} \frac{d \xi_{i}^{\mu}}{\sqrt{2 \pi}} e^{-\frac{\left(\xi_{i}^{\mu}\right)^{2}}{2}} \cdot \prod_{\nu=1}^{k} \prod_{j=1}^{N} \sum_{\left\{\tilde{\xi}_{j}^{\tilde{\nu}}\right\}} \frac{1}{2} F(\xi, \tilde{\xi}) .
$$

In the partition function, we first notice that we can isolate the diagonal
factor as follows:

$$
\begin{align*}
Z_{N}(\beta, \lambda)= & \exp \left\{-\frac{\beta K}{2}+\frac{\beta}{2 N} \sum_{i=1}^{N} \sum_{\mu=1}^{P}\left(\xi_{i}^{\mu}\right)^{2}\right\} . \\
& \cdot \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}+\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\} . \tag{4.111}
\end{align*}
$$

Therefore, the pressure density function is

$$
\begin{align*}
& \alpha_{N}(\beta, \lambda)=\frac{1}{N} \mathbb{E} \log Z_{N}(\beta, \lambda)= \\
= & \frac{1}{N} \mathbb{E}\left[-\frac{\beta K}{2}-\frac{\beta}{2 N} \sum_{i=1}^{N} \sum_{\mu=1}^{P}\left(\xi_{i}^{\mu}\right)^{2}\right]+ \\
& +\frac{1}{N} \mathbb{E} \log \left(\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}+\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\}\right)= \\
= & -\mathcal{O}(\log N / N)-\frac{\lambda \beta}{2}+ \\
& +\frac{1}{N} \mathbb{E} \log \left(\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}+\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\}\right), \tag{4.112}
\end{align*}
$$

in which $\lambda=P / N$ is kept finite for $N \rightarrow \infty$. The simple Gibbs measure and the $s$-replicated one are defined in the standard way (using the appropriate Hamiltonian obviously for the weights). Again, sometimes it will be convenient to use the notation $\langle\cdot\rangle$ instead of $\mathbb{E} \omega(\cdot)$ or $\mathbb{E} \Omega(\cdot)$, depending on the context. Finally, we define the order parameters of our model. For tackling the quenched noise, we keep the two-replica overlaps $q$ and $p$ we used so far, while to handle with the signal carried by the digital stored patterns, we introduce (one for each boolean pattern) the standard Mattis magnetizations as

$$
\begin{equation*}
m_{\nu}=\frac{1}{N} \sum_{i=1}^{N} \tilde{\xi}_{i}^{\nu} \sigma_{i} \in[-1,1] . \tag{4.113}
\end{equation*}
$$

As always, we are interested in finding an explicit expression for the pressure density in terms of the order parameters and the set of self-consistency equations. Looking at expression (4.112), we have to work on the third term of the equation. One possible way to proceed is to combine the HamiltonJacobi procedure, that will be the main tool for what concerns the Boolean
section of the model, and the stochastic stability, that we will use for the analogical part.

Summarizing the process, we will first study a generalized model depending on the interpolating parameters $t \in \mathbb{R}, x \in \mathbb{R}^{K}, \psi \in[0,1]$ such that, once set to $t=\beta, x=0$ and $\psi=1$, we recover our original hybrid network. Subsequently, we will apply the stochastic stability method to simplify the expression of the pressure density function. The Hamilton-Jacobi formalism comes in hand when dealing with the explicit calculation of $\alpha_{N}(t, x, \psi=0)$ in which we will interpret one term as the density pressure of a Hopfield network with binary patterns and an external field. We also highlight the fact that the order in which we apply these two methods is interchangeable, and in the next Section we show how, reasonably proceeding the other way around, we obtain the same results.

It is useful to repeat what we have done in equation (4.86) to linearize the gaussian section of the pressure density function $\alpha_{N}(\beta)$. Following the same steps, we define

Definition 4.17. The generalized partition function for the hybrid Hopfield neural network in this framework is

$$
\begin{align*}
& Z_{N}(t, \boldsymbol{x}, \psi)=\exp \left\{-\frac{\beta K}{2}-\frac{\beta}{2 N} \sum_{i=1}^{N} \sum_{\mu=1}^{P}\left(\xi_{i}^{\mu}\right)^{2}\right\} . \\
& \quad \sum_{\boldsymbol{\sigma}} \int_{\mathbb{R}^{P}} d \mu(\boldsymbol{z}) \exp \left\{\frac{t}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}+\sum_{\nu=1}^{K} x_{\nu} \sum_{i=1}^{N} \tilde{\xi}_{i}^{\nu} \sigma_{i}\right\} .  \tag{4.114}\\
& \quad \cdot \exp \left\{\sqrt{\psi} \sqrt{\frac{\beta}{N}} \sum_{\mu=1}^{P} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} z_{\mu}+A \sqrt{1-\psi} \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\} . \\
& \quad \cdot \exp \left\{B \sqrt{1-\psi} \sum_{\mu=1}^{P} \theta_{\mu} z_{\mu}+C \frac{1-\psi}{2} \sum_{\mu=1}^{P}\left(z_{\mu}\right)^{2}\right\}
\end{align*}
$$

with $\theta_{\mu}, \eta_{i} \sim \mathcal{N}(0,1) \forall \mu=1, \ldots, P, i=1, \ldots, N$.
In the same fashion as previous cases, we can extend the Gibbs measures to $\omega_{t, \boldsymbol{x}, \psi}$ and $\Omega_{t, \boldsymbol{x}, \psi}$ and the overall average to $\langle\cdot\rangle_{t, \boldsymbol{x}, \psi}$. We stress the fact these quantities maintain the same interpolation properties of the partition function, thus recovering standard statistical mechanics measures ones we set $t=\beta, \boldsymbol{x}=0$ and $\psi=1$.

Proposition 4.5. As standard at this point, in order to obtain an explicit expression for the quenched free energy of the hybrid Hopfield model, we apply the Fundamental Theorem of Calculus to $\alpha_{N}(t, \boldsymbol{x}, \psi)$ in the $\psi$ variable:

$$
\begin{align*}
\alpha_{N}(t, \boldsymbol{x}) & \doteq \alpha_{N}(t, \boldsymbol{x}, \psi=1)= \\
& =\alpha_{N}(t, \boldsymbol{x}, \psi=0)+\int_{0}^{1} d \varphi\left[\partial_{\psi} \alpha_{N}(t, \boldsymbol{x}, \psi)\right]_{\psi=\varphi} \tag{4.115}
\end{align*}
$$

To compute the first term we only have to go through a standard Gaussian integration, hence

$$
\begin{align*}
& \alpha_{N}(t, \boldsymbol{x}, \psi=0)=-\mathcal{O}(\log N / N)-\frac{\lambda \beta}{2}+ \\
& \quad+\frac{1}{N} \mathbb{E}\left[\log \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{t}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}+\sum_{\nu=1}^{K} x_{\nu} \sum_{i=1}^{N} \tilde{\xi}_{i}^{\nu} \sigma_{i}+A \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\} .\right. \\
& \left.\quad \cdot \int_{\mathbb{R}^{P}} \frac{d z_{1} \cdots d z_{P}}{(2 \pi)^{P / 2}} \exp \left\{\sum_{\mu=1}^{P}\left(B \theta_{\mu} z_{\mu}+\frac{C-1}{2} z_{\mu}^{2}\right)\right\}\right]= \\
& =-\mathcal{O}(\log N / N)-\frac{\lambda \beta}{2}+\frac{1}{N} \mathbb{E} \log \left(\frac{1}{(1-C)^{P / 2}}{ }^{\frac{B^{2} \theta^{2}}{e^{(1-C)} P}}\right)+ \\
& \quad+\frac{1}{N} \mathbb{E} \log \sum_{\boldsymbol{\sigma}} \exp \left\{\frac{t}{2 N} \sum_{i, j=1}^{N} \sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} \tilde{\xi}_{j}^{\nu} \sigma_{i} \sigma_{j}+\sum_{\nu=1}^{K} x_{\nu} \sum_{i=1}^{N} \tilde{\xi}_{i}^{\nu} \sigma_{i}+A \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\} . \tag{4.116}
\end{align*}
$$

Is now important to notice that the fourth term of Eq. (4.116), i.e. the second expected value, can be interpreted as the generalized pressure density function $\tilde{\alpha}_{N}(t, \boldsymbol{x})$ of a Hopfield network with $K$ binary patterns $\left\{\tilde{\xi}^{\nu}\right\}$ and an external field $h_{i}=A \sum_{i} \eta_{i}$, with a generalized partition function

$$
\tilde{Z}_{N}(t, \boldsymbol{x})=\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{t N}{2} \sum_{\nu=1}^{K} m_{\nu}^{2}+N \sum_{\nu=1}^{K} x_{\nu} m_{\nu}+A \sum_{i=1}^{N} \eta_{i} \sigma_{i}\right\},
$$

in which we explicit the dependency on the Mattis magnetizations, the order parameter defined in Eq. (4.113). These observations lead to the choice of applying of the Hamilton-Jacobi formalism to solve the matter in hand, and we are now going to follow the technique's guidelines we have illustrated in the previous chapters to tackle this issue. For the sake of clearness, we shall summarize the main steps: we first check the properties of $\tilde{\alpha}_{N}(t, \boldsymbol{x})$ 's derivatives and notice that we can define a Hamilton-Jacobi action that is equal to $\tilde{\alpha}_{N}(t, \boldsymbol{x})$ (but with the opposite sign). As a second step, we introduce a vector $\Gamma_{N}(t, x)$ depending on the generalized pressure and satisfying
a Burgers-like equation. By performing a Cole-Hopf transform, we arrive to a heat equation which we solve using standard methods. The solution to this equation can be obtained via saddle point method and, being $\tilde{\alpha}_{N}(t, \boldsymbol{x})$ in a logarithmic relation with this function, so we can compute the thermodynamic limit for the pressure function and set the interpolating parameters to the ones recovering our model. Now let ys go into details.

It is simple to check that $\tilde{\alpha}_{N}(t, \boldsymbol{x})$ has the following properties:

$$
\begin{equation*}
\partial_{t} \tilde{\alpha}_{N}(t, \boldsymbol{x})=\frac{1}{2} \sum_{\nu=1}^{K}\left\langle m_{\nu}^{2}\right\rangle_{t, \boldsymbol{x}}, \quad \partial_{x_{\nu}} \tilde{\alpha}_{N}(t, \boldsymbol{x})=\left\langle m_{\nu}\right\rangle_{t, \boldsymbol{x}} \tag{4.117}
\end{equation*}
$$

so we can now proceed according to the Hamilton-Jacobi formalism. In fact, if we consider $-\tilde{\alpha}_{N}(t, \boldsymbol{x})$, it is immediate to check that, thanks to the properties (4.117), we built a Hamilton-Jacobi action, hence

$$
\begin{equation*}
\partial_{t}\left(-\tilde{\alpha}_{N}(t, \boldsymbol{x})\right)+\frac{1}{2}\left(\partial_{x} \tilde{\alpha}_{N}(t, \boldsymbol{x})\right)^{2}+V_{N}(t, x)=0 \tag{4.118}
\end{equation*}
$$

with a potential $V_{N}(t, \boldsymbol{x})=\frac{1}{2} \sum_{\nu}\left(\left\langle m_{\nu}^{2}\right\rangle_{t, \boldsymbol{x}}-\left\langle m_{\nu}\right\rangle_{t, \boldsymbol{x}}^{2}\right)=\frac{1}{2 N} \nabla_{\boldsymbol{x}}^{2} \tilde{\alpha}_{N}(t, \boldsymbol{x})$. So, introducing the vector $\Gamma_{N}^{\nu}(t, \boldsymbol{x})=-\partial_{x_{\nu}} \tilde{\alpha}_{N}(t, \boldsymbol{x})$, we obtain the Burgers equations by deriving equation (4.118) with respect to $x_{\nu}$ :

$$
\begin{equation*}
\partial_{t} \Gamma_{N}^{\nu}(t, \boldsymbol{x})+\sum_{\tau=1}^{k} \Gamma_{N}^{\tau}(t, \boldsymbol{x}) \cdot \partial_{x_{\tau}} \Gamma_{N}^{\nu}(t, \boldsymbol{x})=\frac{1}{2 N} \sum_{\tau=1}^{k} \partial_{x_{\tau} x_{\tau}}^{2} \Gamma_{N}^{\nu}(t, \boldsymbol{x}), \quad \forall \nu . \tag{4.119}
\end{equation*}
$$

Performing the Cole-Hopf transformation $\Phi_{N}(t, \boldsymbol{x}):=e^{N \tilde{\alpha}_{N}(t, \boldsymbol{x})}$, we can assert that solving (4.119) is equivalent to solve the Cauchy problem

$$
\begin{cases}\partial \Phi_{N}(t, \boldsymbol{x})-\frac{1}{2 N} \Delta \Phi_{N}(t, \boldsymbol{x})=0, & t \in \mathbb{R}, x \in \mathbb{R}^{K}  \tag{4.120}\\ \Phi_{N}(0, \boldsymbol{x})=e^{N \tilde{\alpha}_{N}(0, \boldsymbol{x})}, & x \in \mathbb{R}^{K}\end{cases}
$$

We solve the problem above through the standard techniques we used in sections 2.5 and 3.6 for the CW and the SK models, therefore introducing the general solution as convolution of the initial data and the Green propagator $G$ as

$$
\begin{equation*}
\Phi_{N}(t, \boldsymbol{x})=\int_{\mathbb{R}^{K}} d x_{1}^{\prime} \cdots d x_{K}^{\prime} G\left(t, \boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \Phi_{N}\left(0, \boldsymbol{x}^{\prime}\right) \tag{4.121}
\end{equation*}
$$

where $G(t, \boldsymbol{x})=\left(\frac{N}{2 \pi t}\right)^{K / 2} e^{-\frac{\sum_{\nu} x_{\nu}^{2} N}{2 t}}$. The computations for the initial condition
$\Phi_{N}(0, \boldsymbol{x})$ are not elaborate:

$$
\begin{aligned}
\Phi_{N}(0, \boldsymbol{x}) & =\exp \left\{\mathbb{E} \log \sum_{\boldsymbol{\sigma}} \exp \left\{\sum_{i} \sum_{\nu} x_{\nu} \tilde{\xi}_{i}^{\nu} \sigma_{i}+A \sum_{i} \eta_{i} \sigma_{i}\right\}\right\}= \\
& =\exp \left\{\mathbb{E} \log \prod_{i=1}^{N} \sum_{\boldsymbol{\sigma}} e\left(\sum_{\nu} x_{\nu} \tilde{\xi}_{i}^{\nu}+A \eta_{i}\right) \sigma_{i}\right\}= \\
& =\exp \left\{N \log 2+\sum_{i=1}^{N} \mathbb{E} \log \cosh \left(\sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} x_{\nu}+A \eta_{i}\right)\right\}
\end{aligned}
$$

The solution to the problem (4.120) is therefore given by the following saddle point equation:

$$
\Phi_{N}(t, \boldsymbol{x})=\left(\frac{N}{2 \pi t}\right)^{K / 2} \int_{\mathbb{R}^{K}} d x_{1}^{\prime} \cdots d x_{K}^{\prime} e^{-N g\left(t, \boldsymbol{x}, \boldsymbol{x}^{\prime}\right)},
$$

where

$$
\begin{equation*}
g\left(t, \boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=\frac{1}{2 t} \sum_{\nu=1}^{K}\left(x_{\nu}-x_{\nu}^{\prime}\right)^{2}-\log 2-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \log \cosh \left(\sum_{\nu=1}^{K} \tilde{\xi}_{i}^{\nu} x_{\nu}^{\prime}+A \eta_{i}\right) \tag{4.122}
\end{equation*}
$$

Recalling that $\tilde{\alpha}_{N}(t, \boldsymbol{x})=\frac{1}{N} \log \Phi_{N}(t, \boldsymbol{x})$, when performing the thermodynamic limit (which is what we are ultimately interested in), we have that $\tilde{\alpha}(t, \boldsymbol{x})$ is determined by

$$
\begin{equation*}
\tilde{\alpha}(t, \boldsymbol{x})=\lim _{N \rightarrow \infty} \tilde{\alpha}_{N}(t, \boldsymbol{x})=-\min _{x^{\prime} \in \mathbb{R}^{K}} g\left(t, \boldsymbol{x}, \boldsymbol{x}^{\prime}\right) . \tag{4.123}
\end{equation*}
$$

Equation (4.115) is almost all explicit. What is now left to be calculated is the integral term, for which it is sufficient to calculate the $\psi$-derivative of the pressure function. The process is analogous with the one adopted in Section 4.7.1, and we shall not report all the steps of the calculations:

$$
\begin{align*}
\partial_{\psi} \tilde{\alpha}_{N}(t, \boldsymbol{x})= & \frac{1}{N} \mathbb{E} \frac{\partial_{\psi} Z_{N}(t, \boldsymbol{x}, \psi)}{Z_{N}(t, \boldsymbol{x}, \psi)}=\frac{1}{2 N}\left(\beta-B^{2}-C\right) \sum_{\mu=1}^{P} \mathbb{E} \omega\left(z_{\mu}^{2}\right)_{t, \boldsymbol{x}}+  \tag{4.124}\\
& -\frac{\lambda \beta}{2}\left\langle q_{12} p_{12}\right\rangle_{t, \boldsymbol{x}}-\frac{A^{2}}{2}\left(1-\left\langle q_{12}\right\rangle_{t, \boldsymbol{x}}\right)+\frac{\lambda \beta^{2}}{2}\left\langle p_{12}\right\rangle_{t, \boldsymbol{x}} .
\end{align*}
$$

Again we have that, in the replica symmetric Ansatz, the order parameters $m, q_{12}, p_{12}$ do not fluctuate with respect to the quenched average, so let us define the only values that they can acquire: $\langle m\rangle_{t, \boldsymbol{x}}=\bar{m},\left\langle q_{12}\right\rangle_{t, \boldsymbol{x}}=q$, $\left\langle p_{12}\right\rangle_{t, \boldsymbol{x}}=p$. Fixing the tunable parameters as

$$
A=\sqrt{\lambda \beta p}, \quad B=\sqrt{\beta q}, \quad C=\beta(1-q)
$$

and adding and subtracting the term $\frac{\lambda \beta}{2} q p$ in Eq. (4.124), we have

$$
\begin{equation*}
\partial_{\psi} \tilde{\alpha}_{N}(t, \boldsymbol{x})=-\frac{\lambda \beta}{2}\left\langle\left(q_{12}-q\right)\left(p_{12}-p\right)\right\rangle_{t, \boldsymbol{x}}-\frac{\lambda \beta}{2} p(1-q) . \tag{4.125}
\end{equation*}
$$

Also in this case we point out that, even though in the definition of the overlaps $q_{a b}$ and $p_{a b}$ we showed that these quantities can take negative values, we will verify in the self-consistency equations that these quantities can only take non-negative values, without conflicts with the choice of the tunable parameters.

To get the final expression of the thermodynamic limit of the pressure density, we shall make the RS ansatz in (4.125), perform the $N \rightarrow \infty$ limit in both (4.125) and (4.116) and set $t=\beta, \boldsymbol{x}=0$. Therefore, performing the minimization of the function (4.122), with the values of $t$ and $\boldsymbol{x}$ that we fixed just now, we have to set $x_{\nu}^{\prime}=\beta \bar{m}_{\nu} \forall \nu=1, \ldots, K$. We can finally conclude the section with the following theorem.
Theorem 4.8. The replica symmetric thermodynamic limit of the free energy density of the hybrid Hopfield neural network with $N$ Ising spins $\sigma_{i} \in$ $\{-1,+1\} \forall i=1, \ldots, N$, a low load (i.e. $K \sim \gamma \log N$ ) of binary patterns and a high load (i.e. $P \sim \lambda N$ ) real patters, described by the Hamiltonian (4.110) is determined by the minimum value of

$$
f(\beta, \lambda)=-\frac{1}{\beta} \alpha(\beta, \lambda)
$$

where

$$
\begin{align*}
\alpha(\beta, \lambda)= & -\frac{\lambda \beta}{2}-\frac{\lambda}{2} \log (1-\beta(1-q))+\frac{\lambda \beta q}{2(1-\beta(1-q))}-\frac{\beta}{2} \sum_{\nu} m_{\nu}^{2}+ \\
& +\int_{-\infty}^{+\infty} d \mu(\eta) \mathbb{E} \log 2 \cosh \left(\beta \sum_{\nu} \tilde{\xi}^{\nu} m_{\nu}+\sqrt{\lambda \beta p} \eta\right)-\frac{\lambda \beta}{2} p(1-q), \tag{4.126}
\end{align*}
$$

with $\mathbb{E}$ being the average over the binary patterns and $\eta \sim \mathcal{N}(0,1)$.
Also in this case, we dropped the bar over $m$ to make notation coherent with other Chapters, but we remind that it should be always intended as the thermodynamic limit of Mattis magnetization in the replica symmetry assumption.
Remark 4.12. Like for the previous models, we highlight the fact that, for $\lambda=0$ and $\nu=1$, we gain the CW pressure density function. If $\lambda>0$ and $\nu=1$, we recover the equation for the basic case of one boolean pattern and a high load of analogical memories (4.103). Finally, if $\lambda=0$ we precisely recover the CW expression for the quenched pressure.

As always, we conclude this Section by deriving the self-consistency for the order parameters minimizing the free energy, or equivalently maximizing the statistical pressure. The derivative expressions are the following:

$$
\begin{aligned}
& \frac{\partial \alpha}{\partial q}=\frac{\lambda \beta}{2}\left(-\frac{\beta q}{(1-\beta(1-q))^{2}}\right)=0 \\
& \frac{\partial \alpha}{\partial p}=-\frac{\lambda \beta}{2}(1-q)+\int_{-\infty}^{+\infty} d \mu(\eta) \mathbb{E}\left(\tanh \left(\beta \sum_{\nu} \tilde{\xi}^{\nu} m_{\nu}+\sqrt{\lambda \beta p} \eta\right) \frac{\eta}{2} \sqrt{\frac{\lambda \beta}{p}}\right)=0, \\
& \frac{\partial \alpha}{\partial m_{\nu}}=\beta m_{\nu}-\int_{-\infty}^{+\infty} d \mu(\eta) \mathbb{E}\left(\tanh \left(\beta \sum_{\nu} \tilde{\xi}^{\nu} m_{\nu}+\sqrt{\lambda \beta p} \eta\right) \beta \tilde{\xi}^{\nu}\right)=0 .
\end{aligned}
$$

Applying an integration by part to the second equation, we have

$$
\begin{align*}
m_{\nu} & =\int_{-\infty}^{+\infty} d \mu(\eta) \mathbb{E} \tilde{\xi}^{\nu} \tanh \left(\beta \sum_{\nu=1}^{K} \tilde{\xi}^{\nu} m_{\nu}+\sqrt{\lambda \beta p} \eta\right)  \tag{4.127}\\
q & =\int_{-\infty}^{+\infty} d \mu(\eta) \mathbb{E} \tanh ^{2}\left(\beta \sum_{\nu=1}^{K} \tilde{\xi}^{\nu} m_{\nu}+\sqrt{\lambda \beta p} \eta\right)  \tag{4.128}\\
p & =\frac{\beta q}{(1-\beta(1-q))^{2}} \tag{4.129}
\end{align*}
$$

Again, the SG-paramagnetic transition is of the second order with a critical exponent equal to 1 , while the paramagnetic-ferromagnetic transition is of the first degree with a critical exponent equal to $1 / 2$. While the SGparamagnetic line can be found analytically, to be able to detect the transition from the retrieval phase to the SG one we need computer calculations. Considering expression (4.128), one can approximate the square of the hyperbolic tangent with its argument and then use the Taylor expansion of the latter for $q \sim 0$, thus having:

$$
q \simeq \frac{\beta^{2} \lambda}{(1-\beta)^{2}} q+\mathcal{O}\left(q^{2}\right)
$$

Then, the transition line is given by equation

$$
\frac{\beta^{2} \lambda}{(1-\beta)^{2}}=1 \quad \Leftrightarrow \quad T=1+\sqrt{\lambda}
$$

For the numerical calculations we performed the pure state ansatz, meaning that we assumed that we can eventually retrieve one pattern at the time, thus having only one possible $m_{\nu} \neq 0$. The program calculates the values
of $\alpha(\beta, \lambda)$ in many different points of the $\{\lambda, \beta\}$ plane, and plots the points where the minimizing value of the order paramenter $m_{\nu}$ goes from being non vanishing (the retrieval phase) to being equal to zero (the SG phase). What we obtained is the scheme reported in 4.5.


Figure 4.5: Phase diagram for the hybrid Hopfield neural network. From the bottom to the top: pure retrieval region (I), in which pure states are global minima for the free energy; mixed retrieval region (II), in which pure states are only local minima for the free energy; spin-glass (III) and ergodic (IV) regions.

The $\{\lambda, T\}$ plane is divided into three regions. The one above the green (SG-paramagnetic) line is where the system behaves as a paramagnet because the noise created by the temperature is too high and the neurons can only behave randomly, and the average magnetization and the average overlap are both null. This line is determined analytically with the calculations we performed above. The points on the SG-paramagnetic line represent the values $(\lambda, T)$ such that the order parameter $q$ goes from being positive to zero, hence presenting a (second order) phase transition.

Between the green and the blue line we recover a spin-glass behaviour, with the average magnetization equal to zero and a positive average overlap.

Finally, between the plane axes and the blue line, we have the retrieval region. Here, we have a positive value for the average magnetization and for the average overlap. The blue line has been traced thanks to a numerical simulation that locates the $(\lambda, T)$ points where we have a (first order) phase
transition for the magnetization, which goes from being null (spin-glass and paramagnetic behaviour) to noon vanishing (as the temperature decreases).

From this plot we can conclude that the hybrid Hopfield neural network with a high storage of real patterns presents a retrieval phase of the boolean patterns memorized in a low load. Furthermore, we notice how the SGparamagnetic line is determined by the same equation as the previous basic model and as the one belonging to the classic Hopfield neural network [37].

## Chapter 5

## Learning phase of AI: the Boltzmann machine

Until now, we focused on the retrieval capabilities of neural networks, but before we can be able to retrieve a pattern of information, we have to learn it. This is the field of the branch of AI termed machine learning. The aim of this Chapter is to give the basic definition of a learning algorithm (giving two key examples, namely linear regression and the perceptron training), in order to define the archetype of a learning machine, namely the Restricted Boltzmann Machine, coupled with its learning rule (namely the Hinton's contrastive divergence), and link the learning capabilities of this machine with the retrieval skills of the Hopfield network by proving that the two models, ultimately, share the same quenched free energy (and thus the same phase diagram).

Generally speaking, for a (Boltzmann) machine to be able to learn, it must have (at least) a visible layer (where a set of binary data vectors can be presented) and an hidden layer to process the information provided to the visible layer (also another output layer is often considered, however the minimal model can still be thought of as an elementary two-party network). In order to learn, the machine must rearrange its internal connections (e.g. weights), ultimately mimicking synaptic dynamics rather than neural one (that is due to information retrieval as we largely saw at this point).

### 5.1 Generalities

A machine learning algorithm is an algorithm that is able to learn from data. But what do we mean by learning? T. M. Mitchell provides the following definition: "A computer program is said to learn from experience
$\mathcal{E}$ with respect to some class of tasks $\mathcal{T}$ and performance measure $\mathcal{P}$, if its performance at tasks in $\mathcal{T}$, as measured by $\mathcal{P}$, improves with experience $\mathcal{E}$."

One can imagine a very wide variety of experiences $\mathcal{E}$, tasks $\mathcal{T}$, and performance measures $\mathcal{P}$, and we do not make any attempt in these thesis to provide a formal definition of what may be used for each of these entities. Instead, this Section provides intuitive descriptions and examples of the different kinds of tasks, performance measures and experiences that can be used to construct machine learning algorithms.

## The task, $\mathcal{T}$

The process of learning itself is not the task, as it is solely our means of attaining the ability to perform the task. For example, if we want a robot to be able to walk, then walking is the task. We could program the robot to learn to walk, or we could attempt to directly write a program that specifies how to walk manually.

Machine learning tasks are usually described in terms of how the machine learning system should process an example. An example is a collection of features that have been quantitatively measured from some object or event that we want the machine learning system to process. We typically represent an example as a vector $\boldsymbol{x} \in \mathbb{R}^{n}$ where each entry $x_{i}$ of the vector is a feature. For example, the features of an image are usually the values of the pixels in the image.

Many kinds of tasks can be solved with machine learning. Some of the most common machine learning tasks include the following:

- Classification: In this type of task, the computer program is asked to specify which of $k$ categories some input belongs to. To solve this task, the learning algorithm is usually asked to produce a function $f: \mathbb{R}^{n} \rightarrow\{1, \ldots, k\}$. When $y=f(\boldsymbol{x})$, the model assigns an input described by vector $\boldsymbol{x}$ to a category identified by numeric code $y$. There are other variants of the classification task, for example, where $f$ outputs a probability distribution over classes. An example of a classification task is object recognition, where the input is an image (usually described as a set of pixel brightness values), and the output is a numeric code identifying the object in the image. Modern object recognition is best accomplished with deep learning, the ultimate frontier of machine learning (we won't address it directly in this thesis, so we refer to $[57,114,120]$ ). Object recognition is the same basic technology that allows computers to recognize faces.
- Classification with missing inputs: Classification becomes more challenging if the computer program is not guaranteed that every measurement in its input vector will always be provided. In order to solve the classification task, the learning algorithm only has to define a single function mapping from a vector input to a categorical output. When some of the inputs may be missing, rather than providing a single classification function, the learning algorithm must learn a set of functions. Each function corresponds to classifying $\boldsymbol{x}$ with a different subset of its inputs missing. This kind of situation arises frequently in medical diagnosis, because many kinds of medical tests are expensive or invasive. One way to efficiently define such a large set of functions is to learn a probability distribution over all of the relevant variables, then solve the classification task by marginalizing out the missing variables. With $n$ input variables, we can now obtain all $2^{n}$ different classification functions needed for each possible set of missing inputs, but we only need to learn a single function describing the joint probability distribution. Many of the other tasks described in this Section can also be generalized to work with missing inputs.
- Regression: In this type of task, the computer program is asked to predict a numerical value given some input. To solve this task, the learning algorithm is asked to output a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. This type of task is similar to classification, except that the format of output is different. An example of a regression task is the prediction of the expected claim amount that an insured person will make (used to set insurance premiums), or the prediction of future prices of securities. These kinds of predictions are also used for algorithmic trading.
- Transcription: In this type of task, the machine learning system is asked to observe a relatively unstructured representation of some kind of data and transcribe it into discrete, textual form. For example, in optical character recognition, the computer program is shown a photograph containing an image of text and is asked to return this text in the form of a sequence of characters (e.g. ASCII format). Google Street View uses deep learning to process address numbers in this way. Another example is speech recognition, where the computer program is provided an audio wave form and emits a sequence of characters or word ID codes describing the words that were spoken in the audio recording. Deep learning is a crucial component of modern speech recognition systems used at major companies including Microsoft, IBM and Google.
- Density estimation or probability mass function estimation: In the density estimation problem, the machine learning algorithm is asked to learn a function $\mathcal{P}_{\text {model }}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, where $\mathcal{P}_{\text {model }}(\boldsymbol{x})$ can be interpreted as a probability density function (if $\boldsymbol{x}$ is continuous) or a probability mass function (if $\boldsymbol{x}$ is discrete) on the space that the examples were drawn from. To do such a task well (we will specify exactly what that means when we discuss performance measures $\mathcal{P}$ ), the algorithm needs to learn the structure of the data it has seen. It must know where examples cluster tightly and where they are unlikely to occur. Most of the tasks described above require the learning algorithm to at least implicitly capture the structure of the probability distribution. Density estimation allows us to explicitly capture it. In principle, we can then perform computations on that distribution in order to solve the other tasks as well. In practice, density estimation does not always allow us to solve all of these related tasks, because in many cases the required operations on $\mathcal{P}(x)$ are computationally intractable.

Of course, many other tasks and types of tasks are possible. The types of tasks we list here are intended only to provide examples of what machine learning can do, not to define a rigid taxonomy.

### 5.1.1 The performance measure, $\mathcal{P}$

In order to evaluate the abilities of a machine learning algorithm, we must design a quantitative measure of its performances. Usually, this performance measure $\mathcal{P}$ is specific to the task $\mathcal{T}$ being carried out by the system. For tasks such as classification, classification with missing inputs, we often measure the accuracy of the model, which is just the proportion of examples for which the model produces the correct output. We can also obtain equivalent information by measuring the error rate, the proportion of examples for which the model produces an incorrect output. We often refer to the error rate as the expected $0-1$ loss. The $0-1$ loss on a particular example is 0 if it is correctly classified and 1 if it is not. On the other hand, for tasks such as density estimation, it does not make sense to measure accuracy, error rate, or any other kind of $0-1$ loss. Instead, we must use a different performance metric that gives the model a continuous-valued score for each example. The most common approach is to report the average log-probability the model assigns to some examples.

Usually, we are interested in how well the machine learning algorithm performs on data that it has not seen before, since this determines how well it will work when deployed in the real world. We therefore evaluate these
performance measures using a test set of data that is separate from the data used for training the machine learning system. The choice of performance measure may seem straightforward and objective, but it is often difficult to choose one well-describing the desired behavior of the system. In some cases, this is because it is difficult to decide what should be measured. For example, when performing a transcription task, should we measure the accuracy of the system at transcribing entire sequences, or should we use a more fine-grained performance measure that gives partial credit for getting some elements of the sequence correct? When performing a regression task, should we penalize the system more if it frequently makes medium-sized mistakes or if it rarely makes very large ones? Clearly, these kinds of design choices depend on the application. In other cases, we know what quantity we would ideally like to measure, but measuring it is impractical. For example, such kind of difficulties arises frequently in the context of density estimation. Many of the best probabilistic models represent probability distributions only implicitly. Computing the actual probability value assigned to a specific point in space is intractable in many such models. In these cases, one must design an alternative criterion that still corresponds to the define objectives, or design a good approximation to the desired criterion.

### 5.1.2 The experience, $\mathcal{E}$

Machine learning algorithms can be broadly categorized as unsupervised or supervised by what kind of experience they are allowed to have during the learning process. Most of the learning algorithms can be understood as being allowed to experience an entire dataset. A dataset is a collection of many examples, as defined earlier. Unsupervised learning algorithms experience a dataset containing many features, then learn useful properties of the structure of this dataset. In the context of deep learning, we usually want to learn the entire probability distribution that generated a dataset, whether explicitly as in density estimation or implicitly for tasks like synthesis or de-noising. Some other unsupervised learning algorithms perform other roles, like clustering, which consists of dividing the dataset into clusters of similar examples. Supervised learning algorithms experience a dataset containing features, but each example is also associated with a label or target. Roughly speaking, unsupervised learning involves observing several examples of a random vector $\boldsymbol{x}$, and attempting to (implicitly or explicitly) learn the probability distribution $\mathcal{P}(\boldsymbol{x})$ or some of its interesting properties, while supervised learning involves observing several examples of a random vector $\boldsymbol{x}$ and an associated value or vector $\boldsymbol{y}$, and learning to predict $\boldsymbol{y}$ from $\boldsymbol{x}$ by estimating $\mathcal{P}(\boldsymbol{y} \mid \boldsymbol{x})$. The term supervised learning originates from the view
of the target $\boldsymbol{y}$ being provided by an instructor or teacher who shows the machine learning system what to do. In unsupervised learning, there is no instructor or teacher, and the algorithm must learn to make sense of the data without this guide.

Unsupervised learning and supervised learning are not formally defined terms. The lines between them are often blurred. Many machine learning technologies can be used to perform both tasks. For example, the chain rule of probability states that for a vector $\boldsymbol{x} \in \mathbb{R}^{n}$, the joint distribution can be decomposed as

$$
\mathcal{P}(\boldsymbol{x})=\prod_{i=1}^{n} \mathcal{P}\left(x_{i} \mid x_{1}, \ldots, x_{i-1}\right)
$$

This decomposition means that we can solve the ostensibly unsupervised problem of modeling $\mathcal{P}(\boldsymbol{x})$ by splitting it into $n$ supervised learning problems. Alternatively, we can solve the supervised learning problem of learning $\mathcal{P}(\boldsymbol{y} \mid \boldsymbol{x})$ by using traditional unsupervised learning technologies to learn the joint distribution $\mathcal{P}(\boldsymbol{x}, \boldsymbol{y})$, and then inferring

$$
\mathcal{P}(\boldsymbol{y} \mid \boldsymbol{x})=\frac{\mathcal{P}(\boldsymbol{x}, \boldsymbol{y})}{\sum_{\boldsymbol{y}^{\prime}} \mathcal{P}\left(\boldsymbol{x}, \boldsymbol{y}^{\prime}\right)} .
$$

Though unsupervised learning and supervised learning are not completely formal or distinct concepts, they do help to roughly categorize some of the things we do with machine learning algorithms. Traditionally, people refer to regression and classification problems as supervised learning. Density estimation in support of other tasks is usually considered unsupervised learning. Other variants of the learning paradigm are possible. For example, in semisupervised learning, some examples include a supervision target but others do not.

Most machine learning algorithms simply experience a dataset. A dataset can be described in many ways. In all cases, a dataset is a collection of examples, which are in turn collections of features. One common way of describing a dataset is with a design matrix containing a different example in each row, while each column of the matrix corresponds to a different feature. Of course, to describe a dataset as a design matrix, it must be possible to describe each example as a vector, and each of these vectors must be the same size. This is not always possible. For example, if you have a collection of photographs with different widths and heights, then different photographs will contain different numbers of pixels, so not all of the photographs may be described with the same length of vector. In such cases, rather than describing the dataset as a matrix with $n$ rows, we will describe it as a set
containing $n$ elements: $\{x(1), x(2), \ldots, x(n)\}$. This notation does not imply that any two example vectors $x(i)$ and $x(j)$ have the same size. In the case of supervised learning, the example contains a label or target as well as a collection of features. For example, if we want to use a learning algorithm to perform object recognition from photographs, we need to specify which object appears in each of the photos. We might do this with a numeric code, with 0 signifying a person, 1 signifying a car, 2 signifying a cat, etc.

Often, when working with a dataset containing a design matrix of feature observations $X$, we also provide a vector of labels $\boldsymbol{y}$, with $y_{i}$ providing the label for example $i$. Of course, sometimes the label may be more than just a single number. For example, if we want to train a speech recognition system to transcribe entire sentences, then the label for each example sentence is a sequence of words. Just as there is no formal definition of supervised and unsupervised learning, there is no rigid taxonomy of datasets or experiences.

### 5.1.3 An example of learning algorithm: linear regression

Our definition of a machine learning algorithm as an algorithm that is capable of improving the performance of a computer program at some task via experience is somewhat abstract. To make this more concrete, we present an example of a simple machine learning algorithm that we all studied - actually quite similarly to machines - when we were first-year students in Academy: linear regression. The goal of the algorithm is to build a system that can take a vector $\boldsymbol{x} \in \mathbb{R}^{n}$ as input and predict the value of a scalar $y \in \mathbb{R}$ as its output. In the case of linear regression, the output is a linear function of the input. Let $\hat{y}$ be the value that our model predicts $y$ should take on. We define the output to be

$$
\hat{y}=\boldsymbol{w}^{T} \cdot \boldsymbol{x}
$$

where $\boldsymbol{w} \in \mathbb{R}^{n}$ is a vector of parameters.
Remark 5.1. Preserving a machine learning notation, we have used the letter $\boldsymbol{w}$ to refer to parameter vector, i.e. the weight vector. The choice of swapping $\boldsymbol{w}$ with the letter $\boldsymbol{\xi}$, as we will do in the next Section, is made when we want to underline the correspondence between the Boltzmann machines' weights $\boldsymbol{w}$ and the Hopfield networks patterns $\boldsymbol{\xi}$.

Parameters are values that control the behavior of the system. In this case, $w_{i}$ is the coefficient that we multiply by feature $x_{i}$ before summing up the contributions from all the features. We can think of $\boldsymbol{w}$ as a set of weights
that determine how each feature affects the prediction. If a feature $x_{i}$ receives a positive weight $w_{i}$, then increasing the value of that feature increases the value of our prediction $\hat{y}$. On the contrary, if a feature receives a negative weight, then increasing the value of that feature decreases the value of our prediction. If a feature weight is large in magnitude, then it has a large effect on the prediction. Otherwise, if a feature weight is zero, it has no effect on the prediction.

We thus have a definition of our task $\mathcal{T}$ : to predict $y$ from $\boldsymbol{x}$ by outputting $\hat{y}=\boldsymbol{w}^{T} \boldsymbol{x}$. Next, we need a definition of our performance measure $\mathcal{P}$. Suppose that we have a design matrix of $n$ example inputs that we will not use for training, only for evaluating how well the model performs. We also have a vector of regression targets providing the correct value of $y$ for each of these examples. Because this dataset will only be used for evaluation, we call it the test set. We refer to the design matrix of inputs as $X^{(t e s t)}$ and the vector of regression targets as $y^{(t e s t)}$. One way of measuring the performance of the model is to compute the mean squared error of the model on the test set.

If $\hat{y}^{(\text {test })}$ gives the predictions of the model on the test set, then the mean squared error is given by

$$
\mathrm{MSE}_{\text {test }}=\frac{1}{n} \sum_{i}\left(\hat{y}^{(\text {test })}-y^{(\text {test })}\right)_{i}^{2}
$$

Intuitively, one can see that this error measure decreases to 0 when $\hat{y}^{(t e s t)}=$ $y^{(\text {test })}$. Alternatively, we can see that

$$
\mathrm{MSE}_{\text {test }}=\frac{1}{n}\left\|\hat{y}^{(\text {test })}-y^{(t e s t)}\right\|_{2}^{2},
$$

so the error increases whenever the Euclidean distance between the predictions and the targets increases. To make a machine learning algorithm, we need to design an algorithm that will improve the weights $\boldsymbol{w}$ such that it reduces $\mathrm{MSE}_{\text {test }}$ when the algorithm is allowed to gain experience by observing a training set $\left(X^{(t r a i n)}, y^{(t r a i n)}\right)$. One intuitive way of doing this is just to minimize the mean squared error on the training set, $\mathrm{MSE}_{\text {train }}$. To minimize $\mathrm{MSE}_{\text {train }}$, we can simply solve for where its gradient is 0 :

$$
\begin{aligned}
& \nabla_{\boldsymbol{w}} \mathrm{MSE}_{\text {train }}=0 \Rightarrow \frac{1}{n} \nabla_{\boldsymbol{w}}\left\|\hat{y}^{(\text {train })}-y^{(\text {train })}\right\|_{2}^{2}=0, \\
\Rightarrow & \nabla_{\boldsymbol{w}}\left(X^{(\text {train })} \boldsymbol{w}-y^{(\text {train })}\right)^{T}\left(X^{(\text {train })} \boldsymbol{w}-y^{(\text {train })}\right)=0, \\
\Rightarrow & 2 X^{(\text {train }) T} X^{(\text {train })} \boldsymbol{w}-2 X^{(\text {train }) T} y^{(\text {train })}=0,
\end{aligned}
$$



Figure 5.1: A linear regression problem for a training set consisting of ten data points, each containing one feature. Because there is only one feature, the weight vector $w$ contains only a single parameter to learn, $w_{1}$. Left: bserve in the $\{x, y\}$ plane that linear regression learns to set $w_{1}$ such that the line $y=w_{1} x$ comes as close as possible to passing through all the training points. Right: the plotted point in the $\left\{w_{1}, \mathrm{MSE}_{\text {train }}\right\}$ plane indicates the value of $w_{1}$ found by the normal equations, which we can see minimizes the mean squared error on the training set.
which leads to

$$
\begin{equation*}
\boldsymbol{w}=\left(X^{(\text {train }) T} X^{(\text {train })}\right)^{-1} X^{(\text {train }) T} y^{(\text {train })} \tag{5.1}
\end{equation*}
$$

The system of equations, whose solution is given by equation (5.1), is known as the normal equations.

Evaluating equation (5.1) constitutes a simple learning algorithm. For an example of the linear regression learning algorithm in action, see Fig. 5.1. It is worth noting that the term linear regression is often used to refer to a slightly more sophisticated model with one additional parameter - an intercept term $b$. In this model, $\hat{y}=\boldsymbol{w}^{T} \cdot \boldsymbol{x}+b$, so the mapping from parameters to predictions is still a linear function but the mapping from features to predictions is now an affine function. This extension means that the plot of the model's predictions still looks like a line, but it need not pass through the origin. Instead of adding the bias parameter $b$, one can continue to use the model with only weights but augment $\boldsymbol{x}$ with an extra entry that is always set to 1 . The weight corresponding to the extra 1 entry plays the role of the bias parameter. The intercept term $b$ is often called the bias parameter of the affine transformation. This terminology derives from
the point of view that the output of the transformation is biased toward being $b$ in the absence of any input. This term is different from the idea of a statistical bias, in which a statistical estimation algorithm's expected estimate of a quantity is not equal to the true quantity.

Linear regression is of course an extremely simple and limited learning algorithm, but it provides an example of how a learning algorithm can work.

### 5.1.4 Capicity, overfitting and underfitting

The central challenge in machine learning is that we must perform well on new, previously unseen inputs - not just those on which our model was trained. The ability to perform well on previously unobserved inputs is called generalization. Typically, when training a machine learning model, we have access to a training set, we can compute some error measure on the training set called the training error, and we reduce this training error. So far, what we have described is simply an optimization problem. What separates machine learning from simple optimization is that we want the generalization error, also called the test error, to be low as well. The generalization error is defined as the expected value of the error on a new input, where the expectation is taken across different possible inputs, drawn from the distribution of inputs we expect the system to encounter in practice. Typically, one estimates the generalization error of a machine learning model by measuring its performance on a test set of examples that were collected separately from the training set.

In our linear regression example, we trained the model by minimizing the training error

$$
\frac{1}{n^{(\text {train })}}\left\|X^{(\text {train })} \boldsymbol{w}-y^{(\text {train })}\right\|_{2}^{2}
$$

but we actually should also care about the test error

$$
\frac{1}{n^{(t e s t)}}\left\|X^{(t e s t)} \boldsymbol{w}-y^{(t e s t)}\right\|_{2}^{2}
$$

How can we affect performance on the test set when we get to observe only the training set? The field of statistical learning theory provides some answers. If the training and the test set are collected arbitrarily, there is indeed little we can do. If instead we are allowed to make some assumptions about how the training and test set are collected, then we can make some progress. The train and test data are generated by a probability distribution over datasets called the data generating process. We typically make a set of assumptions known collectively as the i.i.d. assumptions. These assumptions
are that the examples in each dataset are independent from each other, and that the train set and test set are identically distributed, drawn from the same probability distribution as each other. This assumption allows us to describe the data generating process with a probability distribution over a single example. The same distribution is then used to generate every train example and every test example. We call that shared underlying distribution the data generating distribution, denoted $\mathcal{P}_{\text {data }}$. This probabilistic framework and the i.i.d. assumptions allow us to mathematically study the relationship between training error and test error. As a primary consequence, we can observe between the training and test error is that the expected training error of a randomly selected model is equal to the expected test error of that model.

Suppose we have a probability distribution $\mathcal{P}(\boldsymbol{x}, \boldsymbol{y})$ and we sample from it repeatedly to generate the train set and the test set. For some fixed value $\boldsymbol{w}$, the expected training set error is exactly the same as the expected test set error, because both expectations are formed using the same dataset sampling process. The only difference between the two conditions is the name we assign to the dataset we sample. Of course, when we use a machine learning algorithm, we do not fix the parameters ahead of time, then sample both datasets. We sample the training set, then use it to choose the parameters to reduce training set error, then sample the test set. Under this process, the expected test error is greater than or equal to the expected value of training error. The factors determining how well a machine learning algorithm will perform are its ability to:

1. Make the training error small;
2. Make the gap between training and test error small.

These two factors correspond to the two central challenges in machine learning: underfitting and overfitting. Underfitting occurs when the model is not able to obtain a sufficiently low error value on the training set. Overfitting occurs when the gap between the training error and test error is too large. We can control whether a model is more likely to overfit or underfit by altering its capacity. Informally, the capacity of a model is its ability to fit a wide variety of functions. Models with low capacity may struggle to fit the training set. Models with high capacity can overfit by memorizing properties of the training set that do not serve them well on the test set.

One way to control the capacity of a learning algorithm is by choosing its hypothesis space, the set of functions that the learning algorithm is allowed to select as being the solution. For example, for the linear regression algorithm
it is the set of all linear functions. We can relax this requirements by allowing our model to include polynomials, rather than just linear functions, in the hypothesis space. Doing so, the model capacity increases. A polynomial of degree one gives us the linear regression model with which we are already familiar, with prediction $\hat{y}=b+w x$. By introducing $x^{2}$ as another feature, we can learn a model that is quadratic as a function of $x$ :

$$
\hat{y}=b+w_{1} x+w_{2} x^{2} .
$$

Though this model implements a quadratic function of its input, the output is still a linear function of the parameters, so we can still use the normal equations to train the model in closed form. We can continue to add more powers of $x$ as additional features, for example to obtain a polynomial of degree $p$ :

$$
\hat{y}=b+\sum_{i=1}^{p} w_{i} x^{i} .
$$

Machine learning algorithms will generally perform best when their capacity is appropriate for the true complexity of the task they need to perform and the amount of training data they are provided with. Models with insufficient capacity are unable to solve complex tasks. On the other hand, models with high capacity can solve complex tasks, but when their capacity is higher than needed to solve the present task they may overfit. Fig. 5.2 shows this principle in action. We compare a linear, quadratic and degree-9 predictor attempting to fit a problem where the true underlying function is quadratic. The linear function is unable to capture the curvature in the true underlying problem, so it underfits. The degree- 9 predictor is capable of representing the correct function, but it is also capable of representing infinitely many other functions that pass exactly through the training points, because we have more parameters than training examples. We have little chance of choosing a solution that generalizes well when so many wildly different solutions exist. In this example, the quadratic model is perfectly matched to the true structure of the task so it generalizes well to new data.

So far, we described only one way of changing the model capacity, i.e. the number of input features it has, and simultaneously adding new parameters associated with those features. There are in fact many ways of tuning it. Capacity is not only determined by the choice of model. Indeed, the specifies which family of functions the learning algorithm can choose from when varying the parameters in order to reduce a training objective. This is called the representational capacity of the model. In many cases, finding the best function within this family is a very difficult optimization problem. In practice,


Figure 5.2: Example of underfitting and overfitting issues. We fit three models to this example training set. The training data was generated synthetically, by randomly sampling $x$ values and choosing $y$ deterministically by evaluating a quadratic function. Left: a linear function fit to the data suffers from underfitting-it cannot capture the curvature that is present in the data. Center: a quadratic function fit to the data generalizes well to unseen points. It does not suffer from a significant amount of overfitting or underfitting. Right: a polynomial of degree 9 fit to the data suffers from overfitting. The solution passes through all of the training points exactly, but it doesn't extract the correct structure. It now has a deep valley in between two training points that does not appear in the true underlying function. It also increases sharply on the left side of the data, while the true function decreases in this area.
the learning algorithm does not actually find the best function, but merely one that significantly reduces the training error. These additional limitations, such as the imperfection of the optimization algorithm, mean that the learning algorithm effective capacity may be less than the representational capacity of the model family.

Our modern ideas about improving the generalization of machine learning models are refinements of thought dating back to philosophers at least as early as Ptolemy. Many early scholars invoke a principle of parsimony that is now most widely known as Occam's razor (c. 1287-1347). This principle states that among competing hypotheses explaining known observations equally well, one should choose the "simplest" one. This idea was formalized (and made more precise) in the 20th century by the founders of statistical learning theory, but we will not deepen this argument for it goes beyond the purpose of this thesis.

Basically, while simpler functions are more likely to generalize (to have a small gap between training and test error), we must still choose a sufficiently complex hypothesis to achieve low training error. In practical applications, training error decreases until it asymptotes to the minimum possible error value as model capacity increases (assuming the error measure has a minimum value). Typically, generalization error has a $U$-shaped curve as a function of model capacity.

### 5.2 The Perceptron learning rule

A perceptron $[110,94]$ is a neural system composed by $N$ input Boolean spins performing a weighted sum of the signals. The answer function $S$ : $\{-1,1\}^{N} \rightarrow\{-1,1\}$ is therefore $S(\boldsymbol{\sigma})=\operatorname{sign}\left(\sum_{i} J_{i} \sigma_{i}-h\right)$, where $J_{i}$ are the weights and $h$ is the threshold. ${ }^{1}$ If we want to train the network in order to encode a teacher function $T(\boldsymbol{\sigma})$, we should invoke the Perceptron Convergence Theorem [37]:

Theorem 5.1. If the teacher function $T(\boldsymbol{\sigma})$ is linearly separable, ${ }^{2}$ then the update rule

$$
\begin{align*}
\Delta \boldsymbol{J} & =\frac{1}{2}[T(\boldsymbol{\sigma})-\operatorname{sign}(\boldsymbol{J} \cdot \boldsymbol{\sigma})] \boldsymbol{\sigma},  \tag{5.2}\\
\Delta h & =T(\boldsymbol{\sigma}),
\end{align*}
$$

with randomly chosen $\boldsymbol{\sigma}$, will converge to $S(\boldsymbol{\sigma})=T(\boldsymbol{\sigma})$ in a finite number of training steps.

An instructive point in this theorem is its continuous version, which is obtained by putting a learning strength $\epsilon \ll 1$ (defining a temporal scale in which learning is effective) in front of the r.h.s. of equation (5.2) and taking the $\epsilon \rightarrow 0$ limit. In this case, the perceptron learning rule acquires the suggestive form

$$
\begin{equation*}
\frac{d \boldsymbol{J}}{d t}=\langle[T(\boldsymbol{\sigma})-\operatorname{sign}(\boldsymbol{J} \cdot \boldsymbol{\sigma})] \boldsymbol{\sigma}\rangle=-\frac{\partial \rho}{\partial \boldsymbol{J}}, \tag{5.3}
\end{equation*}
$$

where $\rho(\boldsymbol{J})=\langle(\boldsymbol{J} \cdot \boldsymbol{\sigma})[\operatorname{sign}(\boldsymbol{J} \cdot \boldsymbol{\sigma})-T(\boldsymbol{\sigma})]\rangle$. Equation (5.3) is a gradient descent algorithm, and leads to a fixed point, i.e. to a (local) minima for

[^23]the error function $\rho$. With such a procedure, the error function decreases monotonically with the learning time, as it can be easily checked that
\[

$$
\begin{equation*}
\frac{d \rho}{d t}=-\sum_{i}\left(\frac{\partial \rho}{\partial J_{i}}\right)^{2} \leq 0 \tag{5.4}
\end{equation*}
$$

\]

until a fixed point is reached.
Gradient descent methods (and their stochastic generalizations) are commonly used in optimization problems, since they aim to find minima for a general error measure. As we previously discussed, in realistic cases one should reconstruct the teacher function from a limited number of input/output relations, i.e.

$$
\begin{equation*}
T_{s}=T\left(\boldsymbol{\sigma}_{s}\right) \quad s=1, \ldots, n, \tag{5.5}
\end{equation*}
$$

where $T_{s}$ are the teacher answers relative to the inputs $\boldsymbol{\sigma}_{s}$. Moreover, also the teacher's data could present some degree of noise or errors. The number of available teacher input/output relations is of course less than the full space dimensionality (which in the Boolean case is of course $2^{N}$ ). On the spirit of the above discussion, one can introduce two possible error measure

$$
\begin{align*}
& \rho_{T}=\frac{1}{n} \sum_{s} \Delta\left(T_{s}, S\left(\boldsymbol{\sigma}_{\boldsymbol{s}}\right)\right),  \tag{5.6}\\
& \rho_{G}=\sum_{\boldsymbol{\sigma}} \Delta(T(\boldsymbol{\sigma}), S(\boldsymbol{\sigma})),
\end{align*}
$$

where $\Delta$ quantifies the difference between the teacher and student answers. Recall that the function $S$ depends on the network parameters $\boldsymbol{J}$ and $\boldsymbol{b}$, which we call in compact form $\boldsymbol{w}$. The first measure is the training error quantifying the learning error for the data in the sample, while the second one (the generalization error) does it on the whole state space. The second one is the measure one should minimize in order to correctly encode the teacher function. However, since it is not accessible pratically, one has to work on the training error. The natural generalization of the learning perceptron rule can be casted as the gradient descent system

$$
\begin{equation*}
\frac{d \boldsymbol{w}}{d t}=-\nabla_{\boldsymbol{w}} \rho_{T}(\boldsymbol{w}) . \tag{5.7}
\end{equation*}
$$

The choice of the model capacity (which in the present case is the number of tunable parameters) is indeed related to under/overfitting issues. In practical applications, they can be faced both with cross-validation (i.e. by splitting the whole data set in two or more sections and using part of it to
approximate the generalization error and therefore tuning the network parameter or complexity) or regularization (which is accomplished by adding some penalty term to the gradient descent rule). We will show at the end of this Chapter that statistical mechanics of spin-glasses offers a theoretical alternative to these empirical trial, by taking advantage of a deep equivalence among learning and retrieval. Besides under/overfitting issues, there is another point to highlight here, which is the fact that generally the training dynamics does not surely end in a global minimum for the error measure (but only in a local one). To face with this problem, it is possible to use stochastic version of gradient descent algorithms.

In other realistic cases (such as density estimation tasks), the teacher function can be only known in probabilistic form, i.e. the objective function is a probability distribution. Suppose we have a set of data $\mathcal{S}=\left\{\boldsymbol{\sigma}_{s}, s=\right.$ $1, \ldots, n\}$ generated by an unknown probability distribution $\mathcal{Q}(\boldsymbol{\sigma})$. The aim is to find a distribution $\mathcal{P}(\boldsymbol{\sigma})$ with tunable parameters $\boldsymbol{w}$ within a class of models best approximating the goal solution. Assuming that the data $\mathcal{S}$ are generated by the $\mathcal{P}(\boldsymbol{\sigma})$, one can write their conditional probability as

$$
\begin{equation*}
\mathcal{P}(\mathcal{S})=\prod_{s} \mathcal{P}\left(\boldsymbol{\sigma}_{s}\right)=\exp (N \mathcal{L}(\boldsymbol{\Lambda} \mid \mathcal{S})) \tag{5.8}
\end{equation*}
$$

where we defined the log-likelihood $\mathcal{L}(\boldsymbol{w} \mid \mathcal{S})=N^{-1} \sum_{s} \log \mathcal{P}\left(\boldsymbol{\sigma}_{s}\right)$. The problem of finding the parameters $\boldsymbol{w}$ maximizing the probability of obtaining the data $\mathcal{S}$ is equivalent to find the maximum of the log-likelihood, and it is insensitive to the addition of a constant. The trick is to take this constant equal to the empirical (Shannon) entropy $-N^{-1} \sum_{s} \log Q\left(\boldsymbol{\sigma}_{s}\right)$, so that the function to be maximized is

$$
\begin{equation*}
\Delta_{N}(\mathfrak{Q}, \mathcal{P})=-\frac{1}{N} \sum_{s} \log \frac{\mathcal{Q}\left(\boldsymbol{\sigma}_{s}\right)}{\mathcal{P}\left(\boldsymbol{\sigma}_{s}\right)} \tag{5.9}
\end{equation*}
$$

In the large data set limit $n \rightarrow \infty$, this quantity can be proven to converge (in probability) towards the so-called Kullback-Leibler (KL) cross entropy, defined as

Definition 5.1. Given two probability measures $\mathcal{Q}$ and $\mathcal{P}$, their related Kullback-Leibler cross entropy reads as

$$
\begin{equation*}
\Delta(\mathcal{Q}, \mathcal{P})=-\sum_{\boldsymbol{\sigma}} \mathcal{Q}(\boldsymbol{\sigma}) \log \frac{\mathfrak{Q}(\boldsymbol{\sigma})}{\mathcal{P}(\boldsymbol{\sigma})}, \tag{5.10}
\end{equation*}
$$

and quantifies the distance between the two probability distributions.

When $\mathcal{P}=\mathcal{Q}$, the distance is equal to zero. Then, we can design a gradient descent algorithm in order to minimize the KL distance, so that

$$
\begin{equation*}
\frac{d \boldsymbol{w}}{d t}=-\nabla_{\boldsymbol{w}} \Delta_{N}(\mathbb{Q}, \mathcal{P}) \tag{5.11}
\end{equation*}
$$

with all the issue associated to the method.
Another possible approach to the learning problem is the Bayesian learning, giving a solid probabilistic basis to training procedures. The basic idea here is that, given the set of input/output relations $\mathcal{S}=\left\{\left(\boldsymbol{\sigma}_{s}, T_{s}\right), n=\right.$ $1, \ldots, s\}$ and a prior distribution $\mathcal{P}(\boldsymbol{w})$ for the network parameters, we can compute by standard Bayes' theorem the posterior distribution $\mathcal{P}(\boldsymbol{w} \mid \mathcal{S})$, measuring the conditional probability for $\boldsymbol{w}$ given the experimental data $\mathcal{S}$. In mathematical terms,

$$
\begin{equation*}
\mathcal{P}(\boldsymbol{w} \mid \mathcal{S})=\frac{\mathcal{P}(\boldsymbol{w}) \mathcal{P}(\mathcal{S} \mid \boldsymbol{w})}{\mathcal{P}(\mathcal{S})} \tag{5.12}
\end{equation*}
$$

where $\mathcal{P}(\mathcal{S} \mid \boldsymbol{w})$ is the data likelihood (i.e. the probability of finding the output $T_{s}$ by presenting the questions $\boldsymbol{\sigma}_{s}$ for each $s$ ) upon fixing the parameter $\boldsymbol{w}$. Moreover, $\mathcal{P}(\mathcal{S})=\int d \boldsymbol{w}^{\prime} \mathcal{P}\left(\boldsymbol{w}^{\prime}\right) \mathcal{P}\left(\mathcal{S} \mid \boldsymbol{w}^{\prime}\right)$. After the posterior distribution is determined, we can evaluated the probability of find another output $\bar{T}$ by presenting a new input $\overline{\boldsymbol{\sigma}}$ as

$$
\begin{equation*}
\mathcal{P}(\bar{T} \mid \overline{\boldsymbol{\sigma}}, \mathcal{S})=\int d \boldsymbol{w} \mathcal{P}(\bar{T} \mid \overline{\boldsymbol{\sigma}}, \mathcal{S}) \mathcal{P}(\boldsymbol{w} \mid \mathcal{S}) \tag{5.13}
\end{equation*}
$$

where $\mathcal{P}(\bar{T} \mid \overline{\boldsymbol{\sigma}}, \mathcal{S})$ is of course the probability to find the output $\bar{T}$ given the set of parameters $\boldsymbol{w}$ and presented the new input $\overline{\boldsymbol{\sigma}}$.

The Bayesian approach to learning has the great advantage of making the training problem with solid statistical foundations, with the possibility to make precise confidence estimations for single data predictions. Moreover, in Bayesian learning we fix the prior distribution for the parameters (i.e. a class of models), therefore the model complexity is fixed, so that there is no need to cross-validate the model (and consequently all the data can be used for training).

### 5.3 Restricted Boltzmann Machines and contrastive divergence

In the previous Chapter, we described the Hopfield model as the simplest paradigm for machine retrieval. Since in this thesis we would like to give a
general picture of the cognition skills of AI, hereafter we will briefly describe the paradigmatic learning machine, i.e. the Restricted Boltzmann Machine (RBM) [71, 63, 64, 84, 129].

Boltzmann machines are neural networks (multi-partite spin glasses in statistical mechanical jargon) in which mutually connected neurons are organized in different layers, two in its minimal representation (visible and hidden layer), three in the typical realization (visible layer, hidden layer and output layer) and several in deep learning architectures (the so-called Deep Boltzmann Machines, where the majority of layers are hidden). In the following, we will derive the celebrated Hinton's contrastive divergence $[1,64,74]$ learning algorithm for a standard three layer RBM. In such a network, the first layer (denoted by $\boldsymbol{\sigma}^{\mathrm{I}}$ ) is the input layer, the last one (whose spins are indicated with $\boldsymbol{\sigma}^{\mathrm{III}}$ ) is the output layer, while the middle one is the hidden layer (denoted by $\boldsymbol{\sigma}^{\text {II }}$ ). When there is no danger of confusion, we will use a single variable $s_{i}\left(i=1, \ldots, N_{I}+N_{H}+N_{O}\right)$ to denote all of the neurons in the network. Crucially for the arsenal of our weapons to hold, the weights in a RBM are required to be symmetric $\left(J_{i j}=J_{j i}\right)$ and self-interactions are excluded ( $J_{i i}=0$ ): under these assumptions Detailed Balance holds and one can prove that the update rule

$$
\begin{equation*}
\mathcal{P}\left(s_{i} \rightarrow-s_{i}\right)=\frac{1}{2}\left[1-\tanh \left(\beta s_{i} h_{i}(s)\right)\right], \tag{5.14}
\end{equation*}
$$

converges to a unique stationary distribution described by the partition function

$$
\begin{align*}
\mathcal{P}(\boldsymbol{s}) & =Z^{-1} \exp \left(-\beta H_{N}(\boldsymbol{s} \mid \boldsymbol{w})\right),  \tag{5.15}\\
H_{N}(\boldsymbol{s} \mid \boldsymbol{w}) & =-\frac{1}{2} \sum_{i j} J_{i j} s_{i} s_{j}-\sum_{i} b_{i} s_{i}, \tag{5.16}
\end{align*}
$$

hence the name Boltzmann for these machines. In the following, we shall omit the dependence on the network parameters to make notation clear.

Once we have the probability distribution on the space state of the entire network, we have to setup the training procedure. Here, we have to note that the desired goal is a distribution relating the input and output in a probabilistic form (with no reference on the hidden layer, as it should). We call $\mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\text {III }}\right)$ such a distribution. Then, parameters $\boldsymbol{w}$ in the network must be tuned for $\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)$ to minimize the distance from $\mathcal{Q}$. As discussed above, one can consider the maximum likelihood principle as basic principle. In the discrete picture, the training procedure is therefore described by the
prescriptions

$$
\begin{align*}
\Delta J_{i j} & =-\epsilon \frac{\partial \Delta(\mathbb{Q}, \mathcal{P})}{\partial J_{i j}}  \tag{5.17}\\
\Delta b_{i} & =-\epsilon \frac{\partial \Delta(\mathcal{Q}, \mathcal{P})}{\partial b_{i}}
\end{align*}
$$

where $\epsilon \ll 1$ is the learning strength. The variation of the KL distance is (up to the quadratic order)

$$
\begin{align*}
\delta \Delta(Q, \mathcal{P}) & =\sum_{i j} \frac{\partial \Delta(Q, \mathcal{P})}{\partial J_{i j}} \Delta J_{i j}+\sum_{i} \frac{\partial \Delta(Q, \mathcal{P})}{\partial b_{i}} \Delta b_{i}+\mathcal{O}\left(\epsilon^{2}\right)= \\
& =-\left[\sum_{i j}\left(\frac{\partial \Delta(Q, \mathcal{P})}{\partial J_{i j}}\right)^{2}+\sum_{i}\left(\frac{\partial \Delta(Q, \mathcal{P})}{\partial b_{i}}\right)^{2}\right]+\mathcal{O}\left(\epsilon^{2}\right) \tag{5.18}
\end{align*}
$$

so it will decrease since a fixed point is reached. Before obtaining a concrete prescription for the parameter adjustments, we have to think again to the supervised learning philosophy: for each given input, the student and teacher compare their outputs, and the former update its parameters to minimize the errors. Then, during training, the input (i.e. neurons in the first layer) are fixed in both situations. Then, the desired probability distribution is

$$
\begin{equation*}
\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)=\sum_{\boldsymbol{\sigma}^{\mathrm{II}}} \mathcal{P}(\boldsymbol{s}) \tag{5.19}
\end{equation*}
$$

Now, since the input layer is fixed, we have to express everything in terms of the conditional probability $\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right)$. Indeed

$$
\begin{equation*}
\mathcal{P}(s)=\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right) \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)=\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III} \mid} \boldsymbol{\sigma}^{\mathrm{I}}\right) \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right) \tag{5.20}
\end{equation*}
$$

since of course the probability $\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)=\mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)=\sum_{\boldsymbol{\sigma}^{\text {III }}} \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\text {III }}\right)$ is known. Then, we have

$$
\begin{equation*}
\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)=\mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right) \sum_{\boldsymbol{\sigma}^{\mathrm{II}}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right) \tag{5.21}
\end{equation*}
$$

But

$$
\begin{equation*}
\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right)=Z\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)^{-1} \exp \left(-\beta H_{N}(\boldsymbol{s})\right) \tag{5.22}
\end{equation*}
$$

where

$$
\begin{equation*}
Z\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)=\sum_{\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}} \exp \left(-\beta H_{N}(\boldsymbol{s})\right) . \tag{5.23}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)=\mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right) \frac{Z\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)}{Z\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)}, \tag{5.24}
\end{equation*}
$$

where of course $Z\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)=\sum_{\boldsymbol{\sigma}^{\text {II }}} \exp \left(-\beta H_{N}(\boldsymbol{s})\right)$. Then, the KL distance we have to minimize is ${ }^{1}$

$$
\begin{equation*}
\Delta(Q, \mathcal{P})=-\frac{1}{\beta} \sum_{\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}} \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)\left[\log Z\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)-\log Z\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)\right] . \tag{5.25}
\end{equation*}
$$

Now, computing the derivative with respect to $J_{i j}$, we have
$\frac{\partial}{\partial J_{i j}} \log Z\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)=-\beta \sum_{\boldsymbol{\sigma}^{\mathrm{II}}} \frac{\partial H_{N}}{\partial J_{i j}} \frac{e^{-\beta H_{N}(\boldsymbol{s})}}{Z\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)}=-\beta \sum_{\boldsymbol{\sigma}^{\mathrm{II}}} \frac{\partial H_{N}}{\partial J_{i j}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}} \mid \boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)$,
$\frac{\partial}{\partial J_{i j}} \log Z\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)=-\beta \sum_{\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}} \frac{\partial H_{N}}{\partial J_{i j}} \frac{e^{-\beta H_{N}(\boldsymbol{s})}}{Z\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)}=-\beta \sum_{\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}} \frac{\partial H_{N}}{\partial J_{i j}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right)$.

Putting this results into the KL distance, we have

$$
\begin{align*}
\frac{\partial \Delta(Q, \mathcal{P})}{\partial J_{i j}} & =\sum_{\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}} \frac{\partial H_{N}(\boldsymbol{s})}{\partial J_{i j}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}} \mid \boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right) \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right) \\
& -\sum_{\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}, \overline{\boldsymbol{\sigma}}^{\mathrm{II}}} \frac{\partial H_{N}(\overline{\boldsymbol{s}})}{\partial J_{i j}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \overline{\boldsymbol{\sigma}}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right) \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right), \tag{5.27}
\end{align*}
$$

where $\overline{\boldsymbol{s}}=\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\text {II }}, \overline{\boldsymbol{\sigma}}^{\text {III }}\right)$. The expression can be further simplified as

$$
\begin{align*}
\frac{\partial \Delta(Q, \mathcal{P})}{\partial J_{i j}} & =\sum_{\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}} \frac{\partial H_{N}(\boldsymbol{s})}{\partial J_{i j}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}} \mid \boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right) \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right) \\
& -\sum_{\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}}} \frac{\partial H_{N}(\boldsymbol{s})}{\partial J_{i j}} \mathcal{P}\left(\boldsymbol{\sigma}^{\mathrm{II}}, \boldsymbol{\sigma}^{\mathrm{III}} \mid \boldsymbol{\sigma}^{\mathrm{I}}\right) \mathcal{Q}\left(\boldsymbol{\sigma}^{\mathrm{I}}\right) \tag{5.28}
\end{align*}
$$

Recalling the expression of the Hamiltonian for the Boltzmann machine (see eq. 5.16), we finally arrive to the next crucial

Proposition 5.1. The Contrastive Divergence learning algorithm for $R B M s$ reads as

$$
\begin{equation*}
\frac{\partial \Delta(\mathbb{Q}, \mathcal{P})}{\partial J_{i j}}=-\left(\left\langle s_{i} s_{j}\right\rangle_{\text {clumped }}-\left\langle s_{i} s_{j}\right\rangle_{\text {free }}\right), \tag{5.29}
\end{equation*}
$$

[^24]where clamped means that the averages are evaluated when the visible layer is forced on a pattern of information (the one we are storing) while free is the standard quenched average in statistical mechanics. Of course, a completely analogous derivation holds also for the external fields, so that finally we arrive to the parameters update rule
\[

$$
\begin{align*}
\Delta J_{i j} & =\epsilon\left(\left\langle s_{i} s_{j}\right\rangle_{\text {clamped }}-\left\langle s_{i} s_{j}\right\rangle_{\text {free }}\right), \\
\Delta b_{i} & =\epsilon\left(\left\langle s_{i}\right\rangle_{\text {clamped }}-\left\langle s_{i}\right\rangle_{\text {free }}\right) . \tag{5.30}
\end{align*}
$$
\]

Remark 5.2. These learning rules are crystal clear: what these machines do is that they try to learn the statistical structure of the data they have been exposed to, by reproducing the lowest order correlations functions. Clearly, as discussed in the first Chapter, as long as we deal with Gaussian theories, one-point and two-point correlations functions (accounting for mean and variances in the available data) suffice.

Remark 5.3. From the operational point of view, it is possible to numerically estimate the one- and two-point correlation functions in both clamped and free states. Therefore, the numerical algorithm works as follows. First of all, we fix input and output neurons and operate the network dynamics until the hidden layer relaxes, then we compute the one- and two-point clumped correlation functions. This procedure is repeated for many input/output relations $\left(\boldsymbol{\sigma}^{\mathrm{I}}, \boldsymbol{\sigma}^{\mathrm{III}}\right)$. After that, we fix only the input layer and leave the network reach the equilibrium until the equilibrium is reached, then we compute the one- and two-point free correlation functions. Again, the procedure is repeated for many inputs $\boldsymbol{\sigma}^{\mathrm{I}}$ generated according to $Q\left(\boldsymbol{\sigma}^{\mathrm{I}}\right)$. Finally, we update the network parameters according to the prescribed rule.

### 5.4 Retrieving what has been learnt: associative neural nets

We mentioned how the Hopfield network is a representative model for retrieval and Boltzmann machines are fundamental systems for learning. From both intuitively and formal point of view, learning and retrieval are not two independent operations, rather two complementary aspects of cognition. Hence, it must be possible to recover the Hebb rule for learning also starting from the (restricted) Boltzmann machines.

To see this, for the sake of simplicity hereafter we will use them in their simplest representation, namely as basic two-layer networks. We use the symbol $\sigma_{i}, i \in\{1, \ldots, N\}$ for neurons in the visible layer, $z_{\mu}, \mu \in\{1, \ldots, P\}$


Figure 5.3: Correspondence between a two-layer restricted Boltzmann machine and an Hopfield neural network. Note, crucially, that the storage capacity in the latter, i.e. $\lambda \sim P / N$, matches the ratio among the size of the hidden layer over the visible one.
for those in the hidden layer and $w_{i}^{\mu}$ to label the links (or weights) between the neuron $i$ in one layer and the neuron $\mu$ in the other layer. We can then write the cost function for the Boltzmann machine as

$$
H_{N}(\sigma, z, w)=-\frac{1}{\sqrt{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} w_{i}^{\mu} \sigma_{i} z_{\mu} .
$$

This Hamiltonian represents, in the jargon of statistical mechanics, a bipartite spin-glass. In order to study the related phase diagram, we work out the statistical mechanics machinery, starting by writing the quenched pressure of the Boltzmann machine as

$$
\alpha_{N}(\beta)=\frac{1}{N} \mathbb{E} \ln \sum_{\boldsymbol{\sigma}} \sum_{z} \exp \left\{\frac{\beta}{\sqrt{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} w_{i}^{\mu} \sigma_{i} z_{\mu}\right\} .
$$

Remarkably, as there are no links within each party, from a statistical mechanics perspective, these networks are simple to deal with because the sums are factorized. In particular, we can carry out the sum over $\boldsymbol{z}$ to get

$$
\alpha_{N}(\beta) \sim \frac{1}{N} \ln \sum_{\sigma} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N}\left(\sum_{\mu=1}^{P} w_{i}^{\mu} w_{j}^{\mu}\right) \sigma_{i} \sigma_{j}\right\},
$$

hence the leading contribution of the Boltzmann machine is nothing but the Hopfield model. In fact, if we carefully look at the expressions above, we can observe that the role of a machine weight $w_{i}^{\mu}$ and the one of a neural network pattern $\xi_{i}^{\mu}$, is exactly the same.

Remark 5.4. A crucial point in this equivalence is that the storage capacity of the Hopfield neural network, i.e. $\lambda=\lim _{N \rightarrow \infty} P / N$, mirrors the ratio among the sizes of the two layers in the Boltzmann machine (hidden over visible): as we know that pattern recognition can be accomplished by the Hopfield model just if the critical capacity at which it is loaded does not exceed the critical threshold, we would be tempted to use this phase transition also in the RBM framework. In this equivalence, a large $\lambda$ (much more the critical threshold) implies that the size of the hidden layer is far too big, thus the network learning would typically suffer of overfitting (see Fig. 5.2).

### 5.5 Statistical equivalence of RBM and Hopfield networks

To deepen the last remark we study a hybrid two-layer Boltzmann Machine (HBM) as a network in which the activity of the neurons in the visible layer is Boolean, $\sigma_{i}= \pm 1, i \in(1, \ldots, N)$, while those in the hidden layer are continuous (analog). The synaptic connections between units in the two layers are fixed and symmetric, and are defined by the synaptic matrix $\xi_{i}^{\mu}$.

The net input to neurons $\sigma_{i}$ in the digital layer is the sum of the activities in the hidden one, weighted by the synaptic matrix, i.e. $\sum_{\mu} \xi_{i}^{\mu} z_{\mu}$. Analogously, for neurons $z_{\mu}$ in the latter is the sum of the activities in the visible layer, always weighted by the synaptic matrix, i.e. $\sum_{i} \xi_{i}^{\mu} \sigma_{i}$. Because of the different nature of the units in the two layers, also their dynamics will be different. Indeed, in the analog layer neurons evolve continuously in time, while in the digital layer the evolution takes place in discrete steps. In particular, the activity in the hidden layer is described by the stochastic differential equation

$$
\begin{equation*}
T \frac{d z_{\mu}}{d t}=-z_{\mu}(t)+\sum_{i} \xi_{i}^{\mu} \sigma_{i}+\sqrt{\frac{2 T}{\beta}} \eta_{\mu}(t), \tag{5.31}
\end{equation*}
$$

where $\eta$ is a white gaussian noise with zero mean and covariance $\left\langle\eta_{\mu}(t) \eta_{\nu}\left(t^{\prime}\right)\right\rangle=$ $\delta_{\mu \nu} \delta\left(t-t^{\prime}\right)$. Briefly speaking, the parameter $T$ quantifies the timescale of the dynamics, and the parameter $\beta$ determines the strength of the fluctuations. The first term in the right hand side is a leakage term, the second term is the
input signal and the third term is a noise source. Noise acting on different hidden units is uncorrelated, so they evolve independently from each other. Eq. (5.31) describes an Ornstein-Uhlembeck diffusion process [131] and, for fixed values of $\boldsymbol{\sigma}$, the equilibrium distribution of $z_{\mu}$ is a Gaussian distribution centered around the input signal, which in mathematical terms is

$$
\begin{equation*}
\mathcal{P}\left(z_{\mu} \mid \sigma\right)=\sqrt{\frac{\beta}{2 \pi}} \exp \left\{-\frac{\beta}{2}\left(z_{\mu}-\sum_{i} \xi_{i}^{\mu} \sigma_{i}\right)^{2}\right\} \tag{5.32}
\end{equation*}
$$

In deriving this probability distribution, we are tacitly assuming that the activity of Boolean units $\boldsymbol{\sigma}$ must be constant, while in fact it depends on time. To make both features compatible, we should assume that the timescale of diffusion $T$ is faster than the update rate of neurons in the visible layer. Therefore, a different equilibrium distribution for $\boldsymbol{z}$, characterized by different values of $\boldsymbol{\sigma}$, holds between each subsequent update of $\boldsymbol{\sigma}$. Since hidden units are independent, their joint distribution is simply the product of distributions of each individual neurons, i.e. $\mathcal{P}(\boldsymbol{z} \mid \boldsymbol{\sigma})=\prod_{\mu=1}^{P} \mathcal{P}\left(z_{\mu} \mid \boldsymbol{\sigma}\right)$. On the other side, the evolution in the visible layer follows a standard neural dynamics of Glauber type [11]. At a specified sequence of time intervals (much larger than $T$ ), the activity of units in the digital layer is updated randomly according to a probability depending on their input. In the same way, when updating the digital units $\boldsymbol{\sigma}$, the analog variables $z$ are kept fixed, i.e. the update of digital units is instantaneous. Furthermore, also the activity of the $\sigma_{i}$ is independent on other units, and the probability is a logistic function of its input, leading to

$$
\begin{equation*}
\mathcal{P}\left(\sigma_{i} \mid \boldsymbol{z}\right)=\frac{\exp \left[\beta \sigma_{i} \sum_{\mu} \xi_{i}^{\mu} z_{\mu}\right]}{\exp \left[\beta \sum_{\mu} \xi_{i}^{\mu} z_{\mu}\right]+\exp \left[-\beta \sum_{\mu} \xi_{i}^{\mu} z_{\mu}\right]} \tag{5.33}
\end{equation*}
$$

Each $\sigma_{i}$ are independent on the other visible units (since there are no intralayer connections), so that their joint distribution is again the product of individual distributions, i.e. $\mathcal{P}(\boldsymbol{\sigma} \mid \boldsymbol{z})=\prod_{i=1}^{N} \mathcal{P}\left(\sigma_{i} \mid \boldsymbol{z}\right)$.

Once we have the conditional distributions of either layers at our disposal, by applying Bayes' theorem we can determine their joint distribution, $\mathcal{P}(\boldsymbol{\sigma}, \boldsymbol{z})$, together with the marginal distributions $\mathcal{P}(\boldsymbol{z})$ and $\mathcal{P}(\boldsymbol{\sigma})$ by the chain of equalities $\mathcal{P}(\boldsymbol{\sigma}, \boldsymbol{z})=\mathcal{P}(\boldsymbol{z} \mid \boldsymbol{\sigma}) \mathcal{P}(\boldsymbol{\sigma})=\mathcal{P}(\boldsymbol{\sigma} \mid \boldsymbol{z}) \mathcal{P}(\boldsymbol{z})$. Using the fact that marginal distributions depend on single layer variables. The result is, for the joint distribution

$$
\begin{equation*}
\mathcal{P}(\boldsymbol{\sigma}, \boldsymbol{z}) \propto \exp \left(-\frac{\beta}{2} \sum_{\mu} z_{\mu}^{2}+\beta \sum_{i, \mu} \sigma_{i} \xi_{i}^{\mu} z_{\mu}\right) . \tag{5.34}
\end{equation*}
$$

The marginal distribution describing the statistics of visible neurons is equal to

$$
\begin{equation*}
\mathcal{P}(\boldsymbol{\sigma}) \propto \exp \left(\frac{\beta}{2} \sum_{i, j}\left(\sum_{\mu} \xi_{i}^{\mu} \xi_{j}^{\mu}\right) \sigma_{i} \sigma_{j}\right) . \tag{5.35}
\end{equation*}
$$

A first inspection to last equality confirms that such a marginal distribution is exactly equal those describing the relaxation of neurons in Hopfield networks, where the synaptic weights of the Hopfield network are given by the expression in round brackets: the stored patterns of the Hopfield model corresponds to the synaptic weights of the HBM, described by the $\boldsymbol{\xi}$ variables and the number of patterns corresponds to the number $P$ of hidden units.

In conclusion, HBM and Hopfield network share the same probability distribution, once the hidden variables are marginalized, meaning that both models are statistically equivalent. However, the analogy can be pushed further by linking retrieval in the Hopfield network to capability of HBM to learn a specific pattern of neural activation. The maximum number of patterns $P$ that can be retrieved in a Hopfield network is known [11], and is $\simeq 0.14 N$. In particular, the models should also share the same phase diagram. As a consequence, non-retrieval regions in Hopfield model (which, we recall, takes place for $P>0.14 N$ at low thermal noise) can be linked to overfitting issues in the HBM. This can be understood as follows: if the HBM has a huge large number $P$ of hidden variables (with respect to the visible layers units), the model we are considering is too complex, provoking overfitting in learning the observed patterns. This behaviour causes the inability of the HBM to reproduce the statistics of the observed system. The correspondence between Hopfield network and HBM allows to predicts that the maximum number of hidden variables in the HBM is precisely $0.14 N$. For a numerical check of the equivalence between HBMs and RBMs and the relation between non-retrieval phases of the former and overfitting issues in the latter, we refer to the work [21].

Remark 5.5. We would like to stress that this analogy does not hold by default nor with the standard Hopfield model, as the latter is equipped with digital patterns (and no contrastive divergence could be derived with those patterns) neither with the analog Hopfield model, as the latter is equipped with real-valued patterns (and no retrieval phase is allowed with those patterns): it is thanks to the study of the hybrid Hopfield model we studied at the end of the previous Chapter that we know that such an equivalence concretely works.

Part Three: Statistical Mechanics for Unlearning and

## Chapter 6

## Beyond the standard paradigm: Unlearning for low storage

Once understood that the larger is the critical capacity of the Hopfield model for pattern recognition, the stronger are the inferential skills of its dual RBM (and consequently more resistent to overfitting), it is natural to ask if it is possible to increase the critical threshold larger than that of the standard reference ${ }^{1}$

To address this problem, in this and the next Chapters ${ }^{2}$ we deal with an entirely novel problem. In particular, we will study a way to get rid off the exponential proliferation of the unwanted spurious states naturally generated when storing the $P$ pure patterns. A remarkable point that Physicist and Mathematicians could appreciate is that we arrived at writing these two conclusive Chapters following intuitions that have been entirely "theoretically physically driven", and lie in the Hamilton-Jacobi approach to the statistical mechanics of complex system (which we largely exploited in this thesis).

Indeed, whatever the route, i.e. starting from the Hebbian prescription [61] as in the original Hopfield paper [65] or upon marginalizing over the hidden layer in Boltzmann Machine (hence, after learning via contrastive divergence) [21], unfortunately, we always end up in a network whose attractors are by far more than the stored patterns [11] (namely more than the solely pure states we would see retrieved by the network). The excess stock

[^25]of (local) minima is indeed constituted by spurious states, whose simplest example is a 3 -pattern mixture defined as
\[

$$
\begin{equation*}
\sigma_{i}=\operatorname{sign}\left(\xi_{i}^{1}+\xi_{i}^{2}+\xi_{i}^{3}\right) \tag{6.1}
\end{equation*}
$$

\]

As we saw in Chapter 4.3, the Mattis overlap for such a state state with any of the three patterns is - in the large $N$ limit - $m^{\nu}=N^{-1} \sum_{i} \xi_{i}^{\nu} \sigma_{i}=0.5$ (for $\nu=(1,2,3))$. Hence, while smaller in amplitude than the Mattis overlap of a pure state (whose amplitude is one), it is still a metastable state: if orbiting in the surrounding, the network can be attracted by such spurious states and converge to them rather than to the pure ones. Unfortunately, as the patterns are added linearly to the memory kernel, there is an exponential (combinatorial) proliferation of these unwanted meta-stable states in the retrieval landscape of the Hopfield network. Hopfield himself suggested a procedure to prune - or remove - (a part of) them from his coupling matrix [66]. In a nutshell, Hopfield's idea is again transparent, elegant and brilliant: since there are sensibly much more spurious states (i.e. metastable minima) than pure states (global minima), we can prepare the system at random and make a quench (e.g. a search for minima with steepest descent rather than conjugate gradient or stochastic algorithms). In this way, the system will end up in a spurious state with high probability. Then, we can collect this equilibrium (spurious) configuration and subtract it from the memory kernel, via the pruning rule

$$
J_{i j}=\sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu}-\left\langle\sigma_{i} \sigma_{j}\right\rangle_{\text {spurious }},
$$

i.e. increasing its energy. We can do this iteratively and check that effectively the network becomes progressively cleared from these nasty attractors: this procedure is called unlearning [98, 97, 47, 79] and it has been linked to REM sleep [39] (offering a possible intriguing picture for its interpretation) due to the effectiveness of the random starting point setting for the quenching procedure in consolidating memories (phenomenon to be eventually correlated with the rapid eye movements in that part of sleep). This will be the focus of the present Chapter.

As a sideline, we also note that this investigation will also be of interest for Deep Learing (the quest to overcome the reductionistic Gaussian description of the statistical datasets discussed in the First Chapter of this thesis), whose main characteristic we quickly revise hereafter. Within the theoretical framework of disordered statistical mechanics $[65,11]$ for AI, Hopfield recently offered a connectionist perspective where the high skills of deep learning machines could possibly be framed [82]. The key idea is simple, and it is on
many-body extensions of his celebrated pairwise model, and can be understood as follows. Suppose we want to retrieve one out of $P$ random patterns $\xi^{\mu}$ stored in the network and we want to describe this property via a cost function $H(\boldsymbol{\sigma} \mid \boldsymbol{\xi})$ that resembles Hamiltonians in Physics (such that the minima of the Hamiltonian would match the patterns themselves [11, 93, 108]), the simplest and most natural guess would be summing all the squared scalar products between the neurons and the patterns, i.e. $H(\boldsymbol{\sigma} \mid \boldsymbol{\xi}) \propto-\sum_{\mu}^{P}\left(\boldsymbol{\sigma} \cdot \boldsymbol{\xi}^{\mu}\right)^{2}$. In the thermodynamic limit, patterns become orthogonal. ${ }^{1}$ If the state vector $\boldsymbol{\sigma}$ is uncorrelated with all of them, each parenthesized term would be very small. On the other hand, if the state network $\boldsymbol{\sigma}$ is sufficiently correlated with one of the $P$ patterns (meaning that we are in retrieval mode), then its contribution in the summation would be no longer negligible. The central point in this argument lies in the requirement of local convexity of the Hamiltonian. However, we stressed that the Hopfield model Hamiltonian is the simplest and most natural, but it is surely not the only possible. Indeed, all previous arguments could be generalized straightforwardly beyond the parabolic approximation coded by the pairwise interactions, for instance including (even) higher order contributions (the so-called $P$-spin terms). From a connectionist perspective [11, 89, 51], memories are stored in the connections, adding more and more P-spin contributions to the Hamiltonian adds more and more synapses where information can be filed. Furthermore, an intimate relation between Deep Learning architectures and P-spin models has been recently argued in [92] by means of renormalization group techniques, thus motivating the possibility to tackle modern AI problems by means of statistical mechanics tools [15, 16, 109].

Recently, we pursued the goal to give these two branches of AI - deep learning and unlearning - a unified point of view by allowing Hopfield model to include also P-spin interaction terms. In doing this, we shall approach the problem to give an expression for the free energy of the new model within the Hamilton-Jacobi framework we discussed so far. In order to frame the model in the most natural way, let us briefly recall the philosophy behind the method by starting again with Curie-Weiss model. We have previously shown that its free energy obeys a standard (i.e. classical non-relativistic) HamiltonJacobi PDE in the space of the coupling and external field (playing the role of time and space coordinates respectively). To infer statistical properties on the CW network, we can thus use this mechanical analogy and study a

[^26]fictitious particle of unitary mass classically moving in this $1+1$ spacetime (under the proper PDE derived from the statistical mechanical framework). Its properties, once translated back in the original setting, exactly recover all the results of the standard statistical paradigm.

Pushing further this mechanical analogy, we introduced a very natural generalization of the Hopfield Hamiltonian, which is simply its relativistic version. The first remarkable feature of such an extension is that, while the classical (Hopfield) model is described by a second-order monomial Hamiltonian, its relativistic version (if Taylor-expanded in the order parameters) is an infinite sum of P-spin terms. The second point is that such terms turn out to be exactly solely the even ones and with alternate signs, naturally suggesting a comprehensive picture for both Deep Learning and unlearning.

We conclude this introduction by stressing that - while numerical and heuristic explorations have been largely exploited in the Computer Science Literature in the past decade, our aim here is to frame the problem in a rigorous and well controllable analytical formulation. In this scenario, important contributions already appeared in the Mathematical and Theoretical Physics Literature (see for example [27, 20, 34, 29, 30, 32, 31, 126, 125, 102] and references therein). In this Chapter, we will deal with the (much more controllable) low storage regime for both the classical (i.e. original Hopfield) and relativistic models in the Hamilton-Jacobi framework, since for the latter technical difficulties in the analytical solution are still unsolved.

The Chapter is structured as follows. As a preliminary introduction, we set up the mathematical framework, i.e. the mechanical analogy for neural networks. Then, we show the analogy at the classical level and solve the original pairwise Hopfield model, re-obtaining all the well-known existing results. After that, we push further the analogy to include higher order (P-spin) contributions to the Hopfield cost function (such that all P-spin contributions can be resummed in the relativistic Hamiltonian for a free particle). Also in this case, within the Hamilton-Jacobi framework we obtain an exhaustive statistical picture. As a technical note, we give an explicit proof of the existence of the thermodynamic limit for the free energy and re-obtain the above picture from a purely statistical mechanical setting (i.e. by using the standard Guerra's interpolation technique). Finally, we perform extensive numerical numerical analysis of the capabilities of this extended model, in particular in reducing the attracting power of spurious configurations. This will be shown trough a one-to-one comparison among performances with the Hopfield model.

### 6.1 The Hamilton-Jacobi formalism (classical)

In this Section, we will briefly review the mechanical analogy for the classical (i.e. pairwise) Hopfield model. We will show that the free energy can be interpreted as the HJ action, therefore it obeys an Hamilton-Jacobi PDE. By means of the mechanical analogy, we re-derive the expression for the Hopfield free energy (in the low storage regime) in terms of the order parameters and the associated self-consistency equations.

In order for this Chapter to be self-contained and well-readable, we rewrite the following
Definition 6.1. The Hamiltonian of the Hopfield model equipped with $N$ neurons $\sigma_{i}, i \in(1, \ldots, N)$ and $P$ patterns $\xi^{\mu}, \mu \in(1, \ldots, P)$ is

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-\frac{1}{N} \sum_{\mu=1}^{P} \sum_{1 \leq i<j \leq N} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j} \tag{6.2}
\end{equation*}
$$

where patterns bit are extracted i.i.d. with probability $\mathcal{P}\left(\xi_{i}^{\mu}=+1\right)=\mathcal{P}\left(\xi_{i}^{\mu}=\right.$ $-1)=1 / 2$ for all $i=1, \ldots, N$ and $\mu=1, \ldots, P$.

Since all (i.e. both dynamical and slow-evolving) variables are Boolean, we can again include self-interaction, with an error becoming negligible in the thermodynamic limit. Therefore, the partition function is

$$
\begin{equation*}
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{\mu=1}^{P} \sum_{i, j=1}^{N} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}\right\} \tag{6.3}
\end{equation*}
$$

The ultimate goal is to find the expression for the pressure $\alpha(\beta)=-\beta f(\beta)=$ $\lim _{N \rightarrow \infty} N^{-1} \log Z_{N}(\beta)$. As usual, once that the partition function is introduce, we can also define the Boltzmann factor $B_{N}(\beta, \boldsymbol{\sigma})$, the BoltzmannGibbs averages $\omega(\cdot)$ and $\langle\cdot\rangle=\mathbb{E} \omega(\cdot)$, where $\mathbb{E}$ is the usual average over the pattern realizations.

We now turn on setting up the Hamilton-Jacobi framework. To do this, we have to introduce $P$ spatial variables $x_{\mu} \in \mathbb{R}, \mu \in(1, \ldots, P)$ and a temporal variable $t \in \mathbb{R}^{+}$. Then, we can give the following
Definition 6.2. The generalized partition function in the Hamilton-Jacobi framework is defined as
$Z_{N}(\beta ; t, \boldsymbol{x}) \doteq Z_{N}(t, \boldsymbol{x})=\sum_{\boldsymbol{\sigma}} \exp \left\{-\frac{t}{2 N} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}+\sum_{i=1}^{N} \sum_{\mu=1}^{P} x_{\mu} \xi_{i}^{\mu} \sigma_{i}\right\}$.

Of course, with respect to this partition function we can introduce the Boltzmann-Gibbs averages $\omega_{t, \boldsymbol{x}}(\cdot)$ and $\langle\cdot\rangle_{\boldsymbol{t} \boldsymbol{x}}$ (if needed) in the same way as before. We highlight that the standard statistical mechanics framework is recovered by setting $t=-\beta$ and $\boldsymbol{x}=0$. In the same way, the intensive pressure is introduced:

Definition 6.3. The intensive pressure $\alpha_{N}(t, \boldsymbol{x})$ of associated to the generalized partition function (6.4) is

$$
\begin{align*}
\alpha_{N}(t, \boldsymbol{x}) & =\frac{1}{N} \log Z_{N}(t, \boldsymbol{x})= \\
& =\frac{1}{N} \log \sum_{\boldsymbol{\sigma}} \exp \left\{-\frac{t N}{2} \sum_{\mu=1}^{P} m_{\mu}^{2}+N \sum_{\mu=1}^{P} x_{\mu} m_{\mu}\right\}, \tag{6.5}
\end{align*}
$$

where

$$
\begin{equation*}
m_{\mu}=\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} \tag{6.6}
\end{equation*}
$$

are the usual Mattis overlaps $\mu \in(1, \ldots, P)$.
It is easy to check that the space-time derivatives of the interpolating free energy (6.5) read as

$$
\begin{align*}
& \frac{\partial \alpha_{N}(t, \boldsymbol{x})}{\partial t}=-\frac{1}{2} \sum_{\mu=1}^{P} \omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right),  \tag{6.7}\\
& \frac{\partial \alpha_{N}(t, \boldsymbol{x})}{\partial x_{\mu}}=\omega_{t, \boldsymbol{x}}\left(m_{\mu}\right) .
\end{align*}
$$

With these equalities, it is easy to prove the following
Proposition 6.1. By construction, $\alpha_{N}(t, \boldsymbol{x})$ obeys the following (classical) Hamilton-Jacobi PDE and it plays as the action $S_{N}(t, \boldsymbol{x})$ in the mechanical analogy

$$
\begin{align*}
& \frac{\partial \alpha_{N}}{\partial t}+\frac{1}{2}\left(\frac{\partial \alpha_{N}}{\partial x^{\mu}}\right)^{2}+V_{N}(t, \boldsymbol{x})=0,  \tag{6.8}\\
& V_{N}(t, \boldsymbol{x})=\frac{1}{2} \sum_{\mu=1}^{P}\left(\omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right)-\omega_{t, \boldsymbol{x}}\left(m_{\mu}\right)^{2}\right) . \tag{6.9}
\end{align*}
$$

Remark 6.1. This partial differential equation describes, even at finite volume $N$, the motion of a classical (non-relativistic) particle, with unitary mass ${ }^{1}$ in $P+1$ dimensions.

[^27]Remark 6.2. In the thermodynamic limit, away from critical point, the Mattis magnetizations self-average, i.e.

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sum_{\mu=1}^{P}\left(\omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right)-\omega_{t, \boldsymbol{x}}\left(m_{\mu}\right)^{2}\right)=0 \tag{6.10}
\end{equation*}
$$

meaning that $\lim _{N \rightarrow \infty} V_{N}(t, \boldsymbol{x})=V(t, \boldsymbol{x})=0$. Therefore, the HamiltonJacobi PDE equation reduces to the dynamics of a free particle with unitary mass in the $P+1$-dimensional space.

Remark 6.3. In the thermodynamic limit, the motion has space-time symmetries whose Noëther currents, derived respectively for the momentum conservation and for the energy conservation as

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \sum_{\mu=1}^{P}\left(\omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right)-\omega_{t, \boldsymbol{x}}\left(m_{\mu}\right)^{2}\right)=0  \tag{6.11}\\
& \lim _{N \rightarrow \infty} \sum_{\mu=1}^{P}\left(\omega_{t, \boldsymbol{x}}\left(m_{\mu}^{4}\right)-\omega_{t, \boldsymbol{x}}\left(m_{\mu}^{2}\right)^{2}\right)=0, \tag{6.12}
\end{align*}
$$

which are respectively the momentum and energy conservation. These equalities mirror the classical self-averaging properties in the statistical mechanical jargon.

By using 6.2 in the thermodynamic limit, the fictitious particle moves across Galilean trajectory, i.e. a straight line $\boldsymbol{x}=\boldsymbol{x}_{0}+\omega_{t, \boldsymbol{x}}(\boldsymbol{m}) \cdot\left(t-t_{0}\right)$ where $\boldsymbol{m}$ is the $P$-momentum of the particle.
Because of the mechanical analogy, the determination of an explicit expression of the free energy reduces to the explicit calculation of the action of the free motion. As initial conditions, we are free choose $t_{0}=0$ (which leaves to leave only with a one-body system), so that

$$
\begin{equation*}
\alpha(t, \boldsymbol{x})=\alpha\left(0, \boldsymbol{x}_{0}\right)+\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right) \tag{6.13}
\end{equation*}
$$

where $\mathcal{L}=\frac{1}{2} \omega_{t, \boldsymbol{x}}(\boldsymbol{m})^{2}$ is the Lagrangian. Since it is practically the kinetic energy of the particle, and since the momentum is a constant of motion, the Lagrangian itself is a constant of motion as long as $V(t, \boldsymbol{x})=0$ (i.e. in the thermodynamic limit). Hence, the only calculations required are due to evaluate the (simple) Cauchy condition

$$
\begin{equation*}
\alpha\left(0, \boldsymbol{x}_{0}\right)=\log 2+\mathbb{E} \log \cosh \boldsymbol{x}_{0} \cdot \boldsymbol{\xi} \tag{6.14}
\end{equation*}
$$

where of course $\boldsymbol{x}_{0}=\boldsymbol{x}(t)-\omega_{t, \boldsymbol{x}}(\boldsymbol{m}) t$. Now, since in the thermodynamic limit, the Mattis magnetizations are self-averaging quantities, they can be replaced directly with their equilibrium values. Then, we can simply drop the Boltzmann-Gibbs average and write simply $\boldsymbol{m}$ instead of $\omega_{t, \boldsymbol{x}}(\boldsymbol{m})$, always taking in mind that now we mean the values of Mattis magnetization at the equilibrium. Then, we have

Theorem 6.1. The infinite volume limit of the Hopfield action (6.5) reads as

$$
\begin{equation*}
\alpha(t, \boldsymbol{x})=\log 2+\mathbb{E} \log \cosh (\boldsymbol{x}-t \boldsymbol{m}) \cdot \boldsymbol{\xi}+\frac{t}{2} \boldsymbol{m}^{2} . \tag{6.15}
\end{equation*}
$$

Moreover, the (classical) Hopfield free energy is recovered by setting $t=-\beta$ and $\boldsymbol{x}=0$, therefore

$$
\begin{equation*}
\alpha(\beta)=\alpha(-\beta, 0)=\log 2+\mathbb{E} \log \cosh (\beta \boldsymbol{m} \cdot \boldsymbol{\xi})-\frac{\beta}{2} \boldsymbol{m}^{2} \tag{6.16}
\end{equation*}
$$

Remark 6.4. By direct comparison, it is easy to note that the free energy associated to the intensive pressure (6.16) precisely equals the one of the standard Hopfield model in the low storage regime (therefore, also the same self-consistency equations directly follow).

### 6.2 The Hamilton-Jacobi formalism (relativistic)

So far, we have shown that Hamilton-Jacobi framework allows to establish a mechanical analogy which is a very powerful method to solve the thermodynamics of Hopfield neural networks in the low storage regime. However, its importance is not only computational, as we will show in this Section. Indeed, the analogy can now be used to carry out a very natural extension of the Hopfield cost-function. To this aim, we can notice that, as the free energy plays as an action, we can interprete the exponent in the Maxwell-Boltzmann weight as the product of the $P+1$ momentum with the $P+1$ position vector (i.e. $-t E+\boldsymbol{x} \cdot \boldsymbol{m}$ has precisely a covariant form). In other words, the underlying metric is not Euclidean, rather its Minkowskian version, as it happens in special relativity.

Since the Hopfield Hamiltonian is nothing but the (kinetic) energy associated to the fictitious particle, the mechanical analogy naturally suggests the extension of Hopfield model by its relativistic deformation, i.e.

$$
\begin{equation*}
-\frac{\boldsymbol{m}^{2}}{2} \rightarrow-\sqrt{1+\boldsymbol{m}^{2}} \tag{6.17}
\end{equation*}
$$

since $\boldsymbol{m}$ plays the role of momentum. Therefore, we can introduce the (relativistic) Hopfield model with the following

Definition 6.4. The Hamiltonian for the relativistic Hopfield model equipped with $N$ neurons $\sigma_{i}, i \in(1, \ldots, N)$ and $P$ patterns $\xi^{\mu}, \mu \in(1, \ldots, P)$ is

$$
\begin{equation*}
H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})=-N \sqrt{1+\boldsymbol{m}^{2}} \tag{6.18}
\end{equation*}
$$

where the spin-dependence is implicit in the definition of the Mattis magnetizations

$$
\begin{equation*}
m_{\mu}=\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i} \tag{6.19}
\end{equation*}
$$

Remark 6.5. Notice that, Taylor-expanding the Hamiltonian (6.17) in the Mattis magnetizations (the convergence of Taylor series is of course garantued as long as $|\boldsymbol{m}|<1$ ), we obtain an infinite list of many-body (P-spin) contributions (going in the direction suggested by Hopfield regarding Deep Learning [82]). Truncating the expansions at the next-to-leading order, we have

$$
\begin{align*}
-\frac{H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})}{N}=1 & +\frac{1}{2 N^{2}} \sum_{i, j=1}^{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j} \\
& -\frac{1}{8 N^{4}} \sum_{i, j, k, l=1}^{N} \sum_{\mu, \nu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu} \xi_{k}^{\nu} \xi_{l}^{\nu} \sigma_{i} \sigma_{j} \sigma_{k} \sigma_{l}+\ldots \tag{6.20}
\end{align*}
$$

Further, we notice that the r.h.s. of Eq. (6.20) is an alternate-sign series, hence it will have both contributions in learning (those with the minus sign) and in unlearning (those with the plus sign [98, 97, 47]).

Once this Hamiltonian of the model is introduced and discussed, we can introduce partition function, Boltzmann factor and Boltzmann-Gibbs averages, free energy and mechanical analogy properly from the previous Sections, e.g.

Definition 6.5. The partition function of the Hopfield model is

$$
\begin{equation*}
Z_{N}(\beta)=\sum_{\boldsymbol{\sigma}} \exp \left\{\beta N \sqrt{1+\frac{1}{N^{2}} \sum_{\mu=1}^{P} \sum_{i, j=1}^{N} \xi_{i}^{\mu} \xi_{j}^{\mu} \sigma_{i} \sigma_{j}}\right\} \tag{6.21}
\end{equation*}
$$

with associated intensive pressure $\alpha(\beta)=-\beta f(\beta)$ in the thermodynamic limit

$$
\begin{equation*}
\alpha(\beta)=\lim _{N \rightarrow \infty} \alpha_{N}(\beta)=\lim _{N \rightarrow \infty} \frac{1}{N} \log Z_{N}(\beta) \tag{6.22}
\end{equation*}
$$

In order to develop the model in the Hamilton-Jacobi framework, we need the following

Definition 6.6. The generalized partition function and the action of the relativistic Hopfield model, suitable for the mechanical analogy, read as

$$
\begin{align*}
Z_{N}(\beta ; t, \boldsymbol{x}) \doteq Z_{N}(t, \boldsymbol{x}) & =\sum_{\boldsymbol{\sigma}} \exp \left\{N\left(-t \sqrt{1+\boldsymbol{m}^{2}}+\boldsymbol{x} \cdot \boldsymbol{m}\right)\right\}  \tag{6.23}\\
\alpha_{N}(t, \boldsymbol{x}) & =\frac{1}{N} \log Z_{N}(t, \boldsymbol{x}) \tag{6.24}
\end{align*}
$$

Remark 6.6. We stress that the entire partition function can be expressed in covariant form. Indeed, we can endow the $P+1$-dimensional space with a Minkowskian signature $(+,-, \ldots,-)$, to which is associated a pseudoRiemmanian metric tensor $\eta_{A B}=\operatorname{diag}(+,-, \ldots,-)$ with $A, B=0$ (time), $1, \ldots P$ (space). Then, the exponent in the Boltzmann factor can be written as $-N x_{A} p^{A}=-N \eta_{A B} x^{A} p^{B}$ in the Einstein sum notation, with $x^{A}=(t, \boldsymbol{x})$ and $p^{A}=\left(\sqrt{1+\boldsymbol{m}^{2}}, \boldsymbol{m}\right)$.

The expectation values $\omega_{t, \boldsymbol{x}}(\cdot)$ and $\langle\cdot\rangle_{t, \boldsymbol{x}}$ (if needed) are straightforwardly defined as always. Again, we stress that, by setting $t=-\beta$ and $\boldsymbol{x}=0$ we obtain the relativistic statistical mechanical framework we are interested in.

The next step is the computation of the computing the space-time derivatives of the free energy. The relevant ones are

$$
\begin{align*}
\frac{\partial \alpha_{N}(t, \boldsymbol{x})}{\partial t} & =-\omega_{t, \boldsymbol{x}}\left(\sqrt{1+\boldsymbol{m}^{2}}\right) \\
\frac{\partial \alpha_{N}(t, \boldsymbol{x})}{\partial x^{\mu}} & =\omega_{t, \boldsymbol{x}}\left(m^{\mu}\right)  \tag{6.25}\\
\frac{\partial^{2} \alpha_{N}(t, \boldsymbol{x})}{\partial t^{2}} & =N\left(\omega_{t, \boldsymbol{x}}\left(1+\boldsymbol{m}^{2}\right)-\omega_{t, \boldsymbol{x}}\left(\sqrt{1+\boldsymbol{m}^{2}}\right)^{2}\right), \\
\nabla_{\boldsymbol{x}}^{2} \alpha_{N}(t, \boldsymbol{x}) & =N\left(\omega_{t, \boldsymbol{x}}\left(\boldsymbol{m}^{2}\right)-\omega_{t, \boldsymbol{x}}(\boldsymbol{m})^{2}\right) .
\end{align*}
$$

Then, we can state the following
Proposition 6.2. By construction, the intensive pressure $\alpha_{N}(t, \boldsymbol{x})$ obeys the following (relativistic) Hamilton-Jacobi PDE

$$
\begin{equation*}
\partial_{t}^{2} \alpha_{N}-\nabla_{\boldsymbol{x}}^{2} \alpha_{N}=N\left(1-\left(\partial_{t} \alpha_{N}\right)^{2}+\left(\nabla_{\boldsymbol{x}} \alpha_{N}\right)^{2}\right), \tag{6.26}
\end{equation*}
$$

or in the manifestly covariant form

$$
\begin{equation*}
\left(\partial_{A} \alpha_{N}\right)^{2}+\frac{1}{N} \square \alpha_{N}=1, \tag{6.27}
\end{equation*}
$$

whereis the D'Alambertian differential operator, i.e.$=\partial_{A} \partial^{A} \quad$ still in Einstein notation).

Remark 6.7. By requiring that the derivatives of the intensive pressure are regular functions in $x^{\mu}$ and $t$, in the thermodynamic limit, a.s. ${ }^{1}$ we have the simpler differential equation

$$
\begin{equation*}
\left(\partial_{A} \alpha\right)^{2}=1 \tag{6.28}
\end{equation*}
$$

From the mechanical perspective, in the thermodynamic limit, the $P+1$ momentum of the particle reads as

$$
\begin{equation*}
p^{A}=-\frac{\partial \alpha}{\partial x_{A}}=\left(\omega_{t, \boldsymbol{x}}\left(\sqrt{1+\boldsymbol{m}^{2}}\right), \omega_{t, \boldsymbol{x}}(\boldsymbol{m})\right) . \tag{6.29}
\end{equation*}
$$

In terms of this momentum, the equation for the action (6.28) is nothing but the on-shell relation [86] relating energy, momentum and (unitary) mass. As in the classical case, the fictitious particle in this mechanical analogy moves on the straight lines $\boldsymbol{x}=\boldsymbol{x}_{0}+\boldsymbol{v}\left(t-t_{0}\right)$ for arbitrary $\left(t_{0}, \boldsymbol{x}_{0}\right)$. Now, the particle velocity $\boldsymbol{v}$ is related to the spatial momentum through the relation $\omega_{t, \boldsymbol{x}}(\boldsymbol{m})=\gamma \boldsymbol{v}$, with $\gamma$ being the Lorentz factor. By well-known relation, we can write

$$
\begin{equation*}
\boldsymbol{v}=\frac{\omega_{t, \boldsymbol{x}}(\boldsymbol{m})}{\sqrt{1+\omega_{t, \boldsymbol{x}}(\boldsymbol{m})}} \tag{6.30}
\end{equation*}
$$

Then, the Lorentz in terms of the (spatial) momentum is $\gamma=\sqrt{1+\omega_{t, \boldsymbol{x}}(\boldsymbol{m})^{2}}$. Summing all these observations together, we end up in the determination of an explicit expression for the relativistic free energy in terms of the Mattis magnetizations as it reduces to the calculation of the action of this free motion. As Cauchy conditions, we still choose $t_{0}=0$, such that

$$
\begin{align*}
\alpha(t, \boldsymbol{x}) & =\alpha\left(0, \boldsymbol{x}_{0}\right)+\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right)= \\
& =\alpha\left(0, \boldsymbol{x}_{0}\right)-\frac{t}{\gamma}=\alpha\left(0, \boldsymbol{x}_{0}\right)-\frac{t}{\sqrt{1+\omega_{t, \boldsymbol{x}}(\boldsymbol{m})^{2}}} \tag{6.31}
\end{align*}
$$

since the Lagrangian $\mathcal{L}=-\gamma^{-1}$ is constant on classical trajectories. Thus, again we have

$$
\begin{equation*}
\alpha\left(0, \boldsymbol{x}_{0}\right)=\log 2+\mathbb{E} \log \cosh \boldsymbol{x}_{0} \cdot \boldsymbol{\xi} \tag{6.32}
\end{equation*}
$$

Noting that $\boldsymbol{x}_{0}=\boldsymbol{x}-\boldsymbol{v} t$ with (6.30). Then, setting $t=-\beta, \boldsymbol{x}=0$ (in order to re-obtain the statistical mechanical framework) and writing as $\boldsymbol{m}$ the thermodynamic value of the Mattis magnetizations (by virtue of their self-averaging properties), we can state the next

[^28]Theorem 6.2. The free energy density of the relativistic Hopfield network in the thermodynamic limit reads as

$$
\begin{equation*}
\alpha(\beta)=\log 2+\mathbb{E} \log \cosh \left(\beta \boldsymbol{\xi} \cdot \frac{\boldsymbol{m}}{\sqrt{1+\boldsymbol{m}^{2}}}\right)+\frac{\beta}{\sqrt{1+\boldsymbol{m}^{2}}} . \tag{6.33}
\end{equation*}
$$

By virtue of the extremality condition, the order parameters satisfy the selfconsistency equations

$$
\begin{equation*}
m_{\mu}=\mathbb{E} \xi^{\mu} \tanh \left(\beta \boldsymbol{\xi} \cdot \frac{\boldsymbol{m}}{\sqrt{1+\langle\boldsymbol{m}\rangle^{2}}}\right) \tag{6.34}
\end{equation*}
$$

for each $\mu=1, \ldots, P$.
Remark 6.8. Since the intensive pressure is related to the Hamilton-Jacobi action in the mechanical analogy, the extremality condition for the free energy is nothing but the Least Action Principle.

Remark 6.9. We also notice that, if we take the low momentum limit $|\boldsymbol{m}| \ll$ 1 , we can expand the relativistic model at the lowest order

$$
\begin{align*}
& \frac{1}{\sqrt{1+\boldsymbol{m}^{2}}}=1-\frac{\boldsymbol{m}^{2}}{2}+\mathcal{O}\left(\boldsymbol{m}^{3}\right),  \tag{6.35}\\
& \frac{\boldsymbol{m}}{\sqrt{1+\boldsymbol{m}^{2}}}=\boldsymbol{m}+\mathcal{O}\left(\boldsymbol{m}^{3}\right),
\end{align*}
$$

so recovering the classical Hopfield model and results.

### 6.3 The thermodynamic limit

In this Section, we shall move to prove the existence of thermodynamic limit of the intensive pressure $\alpha(\beta)$ for the relativistic Hopfield model. The method we will apply is based on a slight modification the Guerra-Toninelli scheme which was originally carried out for pairwise models. We therefore interpolate the pressure for the system with $N$ neurons and two other noninteracting systems (consisting in $N_{1}$ and $N_{2}$ neurons respectively such that $N=N_{1}+N_{2}$ ). In doing this, we will apply the Fekete Lemma [112] in order to show that the extensive free energy of the first system is strictly smaller than the sum of those pertaining to the two subsystems (i.e. free energy is sub-additive). In this case, the main adaptation will consist in a proof by reduction to absurd, assuming the free energy to be super-additive.Note that, in the proof, we will omit the $\beta$-dependence without loosing in generality.

Let us start by introducing the relative Mattis magnetization of the two subsystems as

$$
m_{1}^{\mu}=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \xi_{i}^{\mu} \sigma_{i}, \quad m_{2}^{\mu}=\frac{1}{N_{2}} \sum_{i=1}^{N_{2}} \xi_{i}^{\mu} \sigma_{i}
$$

so that the global order parameter can be expressed as

$$
\begin{aligned}
m^{\mu} & =\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \sigma_{i}=\frac{1}{N}\left(\sum_{i=1}^{N_{1}} \xi_{i}^{\mu} \sigma_{i}+\sum_{j=1}^{N_{2}} \xi_{j}^{\mu} \sigma_{j}\right)= \\
& =\rho_{1} \boldsymbol{m}_{1}+\rho_{2} \boldsymbol{m}_{2}
\end{aligned}
$$

with the relative densities $\rho_{i}=N_{i} / N$ for $i=1,2$. Analogously to what we did in the CW and the SK cases, let us introduce an interpolating parameter $t \in[0,1]$ and make the following

Definition 6.7. The interpolating pressure $\alpha_{N}(t)$ is defined as follows

$$
\begin{align*}
\alpha_{N}(t)=\frac{1}{N} \mathbb{E} \log \sum_{\sigma} & \exp \left\{t N \sqrt{1+\boldsymbol{m}^{2}}\right.  \tag{6.36}\\
& \left.+(1-t)\left(N_{1} \sqrt{1+\boldsymbol{m}_{1}^{2}}+N_{2} \sqrt{1+\boldsymbol{m}_{2}^{2}}\right)\right\} .
\end{align*}
$$

Remark 6.10. Of course, the two limits recover the two different cases. Indeed,

$$
\begin{align*}
& \alpha_{N}(1)=\alpha_{N},  \tag{6.37}\\
& \alpha_{N}(0)=\rho_{1} \alpha_{N_{1}}+\rho_{2} \alpha_{N_{2}} . \tag{6.38}
\end{align*}
$$

In the following, we will suppress the $\beta$-dependence of the intensive pressure. The original model with $N$ interacting neurons is therefore recovered as

$$
\begin{equation*}
\alpha_{N}(1)=\alpha_{N}(0)+\int_{0}^{1} d s\left[\partial_{t} \alpha_{N}(t)\right]_{t=s} . \tag{6.39}
\end{equation*}
$$

Since the integral operator is monotonous (i.e. it respects inequalities), it is sufficient to prove that the derivative of the interpolating free energy w.r.t. $t$ has a negative semi-definite sign. The introduction of the interpolating intensive pressure (and therefore the generalized partition function $Z_{N}(t)$ ), it is straightforward to introduce the Boltzmann-Gibbs average $\omega_{t}(\cdot)$. Then, it is easy to prove the following equality

$$
\begin{equation*}
\frac{\partial \alpha_{N}}{\partial t}=\omega_{t}\left(\sqrt{1+\boldsymbol{m}^{2}}-\rho_{1} \sqrt{1+\boldsymbol{m}_{1}^{2}}-\rho_{2} \sqrt{1+\boldsymbol{m}_{2}^{2}}\right) . \tag{6.40}
\end{equation*}
$$

Now, since $N=N_{1}+N_{2}$, we trivially have $\rho_{2}=1-\rho_{1}$. Therefore

$$
\begin{gather*}
\sqrt{1+\boldsymbol{m}^{2}}-\rho_{1} \sqrt{1+\boldsymbol{m}_{1}^{2}}-\rho_{2} \sqrt{1+\boldsymbol{m}_{2}^{2}}= \\
=\sqrt{1+\left(\rho_{1} \boldsymbol{m}_{1}+\left(1-\rho_{1}\right) \boldsymbol{m}_{2}\right)^{2}}-\rho_{1} \sqrt{1+\boldsymbol{m}_{1}^{2}}-\left(1-\rho_{1}\right) \sqrt{1+\boldsymbol{m}_{2}^{2}} \tag{6.41}
\end{gather*}
$$

Now, let us suppose for a moment that this is a positive quantity. Then, with simple algebraic manipulations, we have

$$
2 \rho_{1}\left(1-\rho_{1}\right)>2 \rho_{1}\left(1-\rho_{1}\right)\left(\sqrt{\left(1+\boldsymbol{m}_{1}^{2}\right)\left(1+\boldsymbol{m}_{2}^{2}\right)}-\boldsymbol{m}_{1} \boldsymbol{m}_{2}\right)
$$

Since $2 \rho_{1}\left(1-\rho_{1}\right)>0$, then the only possibility to hold is that the quantity in rounded brackets on the r.h.s. is less than 1, i.e.

$$
\sqrt{\left(1+\boldsymbol{m}_{1}^{2}\right)\left(1+\boldsymbol{m}_{2}^{2}\right)}<1+\boldsymbol{m}_{1} \boldsymbol{m}_{2}
$$

The l.h.s. is always non-negative (since, in the worst case, $\boldsymbol{m}_{1} \boldsymbol{m}_{2}=-1$, which directly leads to an absurd). Therefore, taking the square of this equality and then with simple manipulations, we find

$$
\begin{equation*}
\left(\boldsymbol{m}_{2}^{2}-\boldsymbol{m}_{1}^{2}\right)^{2}<0 \tag{6.42}
\end{equation*}
$$

which is impossible, therefore proving the next
Proposition 6.3. The $t$-derivative of the interpolating free energy (6.36) is semi-definite negative, namely

$$
\begin{equation*}
\sqrt{1+\boldsymbol{m}^{2}}-\rho_{1} \sqrt{1+\boldsymbol{m}_{1}^{2}}-\rho_{2} \sqrt{1+\boldsymbol{m}_{2}^{2}} \leq 0 \tag{6.43}
\end{equation*}
$$

Remark 6.11. We also highlight that the function $f: x \mapsto \sqrt{1+x^{2}}$ is convex, which is, for $\lambda \in[0,1]$

$$
f\left(\lambda x_{1}+(1-\lambda) x_{2}\right) \leq \lambda f\left(x_{1}\right)+(1-\lambda) f\left(x_{2}\right)
$$

Therefore, identifying

$$
\lambda=\rho_{1}, \quad x_{1}=\boldsymbol{m}_{1}, \quad x_{2}=\boldsymbol{m}_{2},
$$

then it follows immediately that

$$
\sqrt{1+\boldsymbol{m}^{2}} \leq \rho_{1} \sqrt{1+\boldsymbol{m}_{1}^{2}}+\rho_{2} \sqrt{1+\boldsymbol{m}_{2}^{2}}
$$

By using Proposition (6.3), we have

$$
\alpha_{N}(1)-\alpha_{N}(0)=\int_{0}^{1} d s\left[\partial_{t} \alpha_{N}(t)\right]_{t=s} \leq 0
$$

or more transparently

$$
\begin{equation*}
N \alpha_{N} \leq N_{1} \alpha_{N_{1}}+N_{2} \alpha_{N_{2}} \tag{6.44}
\end{equation*}
$$

Then, by applying the Fekete lemma, the following
Theorem 6.3. The infinite volume limit of the intensive pressure defined by the relativistic Hopfield cost function in the low storage regime exists and it equals its infimum, that is

$$
\exists \lim _{N \rightarrow \infty} \alpha_{N}(t=1)=\inf _{N \in \mathbb{N}}\left\{\alpha_{N}(t=1)\right\}=\alpha .
$$

is proven. A similar procedure can be carried out for all $\beta \in \mathbb{R}^{+}$.

### 6.4 Guerra's interpolating scheme

To end the analytical treatment of relativistic Hopfield model in the low storage, we will confirm the expression for the intensive pressure in terms of the Mattis overlaps by a standard statistical mechanics route. In doing this, we will use again Guerra's interpolation scheme, whose philosophy is by now crystal clear. Then, by re-introducing the interpolation parameter $t \in[0,1]$, we introduce the following

Definition 6.8. The interpolating free energy is

$$
\begin{align*}
\alpha_{N}(\beta ; t) & \doteq \alpha_{N}(t)= \\
& =\frac{1}{N} \mathbb{E} \log \sum_{\boldsymbol{\sigma}} \exp \left(t \beta N \sqrt{1+\boldsymbol{m}^{2}}+(1-t) \beta \boldsymbol{\psi} \cdot \boldsymbol{m}\right) \tag{6.45}
\end{align*}
$$

where $\boldsymbol{\psi}=\left(\psi^{1}, \ldots \psi^{P}\right)$ are tunable auxiliary fields.
Needless to say, from the interpolating partition function it straightforwardly follows the definition of the Boltzmann-Gibbs averages $\omega_{t}(\cdot)$. As always, we will use the sum rule in order to reduce the problem of finding the intensive pressure (in the thermodynamic limit) to a one-body system computation and the $t$-derivative correction. It is easy to show that, for the former, we easily get

$$
\begin{equation*}
\alpha(t=0)=\log 2+\mathbb{E} \log \cosh \left(\beta \sum_{\mu=1}^{P} \psi^{\mu}\left\langle m_{\mu}\right\rangle\right) . \tag{6.46}
\end{equation*}
$$

On the other side, the computation of the $t$-derivative leads to

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}=\beta \omega_{t}\left(\sqrt{1+\omega_{t}(\boldsymbol{m})^{2}}-\sum_{\mu=1}^{P} \psi^{\mu} \omega_{t}(\boldsymbol{m})\right) \tag{6.47}
\end{equation*}
$$

In general, the evaluation of this quantity is an hard task. However, in the thermodynamic limit, calling $\bar{m}_{\mu}$ the equilibrium values of the $\mu$-th Mattis overlap (i.e. $\lim _{N \rightarrow \infty} P(\boldsymbol{m})=\delta(\boldsymbol{m}-\overline{\boldsymbol{m}})$ ), by requiring for the self-averaging of the order parameters and the energy to hold almost surely [17, 24, 59], which is

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \sum_{\mu=1}^{P} \omega_{t}\left(\left(m_{\mu}-\bar{m}_{\mu}\right)^{2}\right)=0  \tag{6.48}\\
& \lim _{N \rightarrow \infty} \omega_{t}\left(\left(\sqrt{1+\boldsymbol{m}^{2}}-\sqrt{1+\overline{\boldsymbol{m}}^{2}}\right)^{2}\right)=0, \tag{6.49}
\end{align*}
$$

we obtain

$$
\omega_{t}\left(\sqrt{1+\boldsymbol{m}^{2}}-\frac{\boldsymbol{m} \cdot \overline{\boldsymbol{m}}}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}}+\frac{1}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}}\right)=0 .
$$

Comparing the above equation with the r.h.s. of (6.47) and choosing $\psi^{\mu}=$ $\frac{\bar{m}_{\mu}}{\sqrt{1+\bar{m}^{2}}}$, we can write

$$
\begin{equation*}
\frac{\partial \alpha(t)}{\partial t}-\frac{\beta}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}}=0 \tag{6.50}
\end{equation*}
$$

By merging (6.50) with the Cauchy condition (6.46), we are finally able to state the next

Theorem 6.4. The infinite volume limit of the intensive pressure defined by the relativistic Hopfield cost function in the low storage regime in terms of the Mattis magnetizations reads as

$$
\begin{equation*}
\alpha(\beta)=\log 2+\mathbb{E} \log \cosh \left(\beta \boldsymbol{\xi} \cdot \frac{\overline{\boldsymbol{m}}}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}}\right)+\frac{\beta}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}} \tag{6.51}
\end{equation*}
$$

and the related self-consistency equations for the Mattis magnetizations are

$$
\begin{equation*}
\bar{m}_{\mu}=\mathbb{E} \xi^{\mu} \tanh \left(\beta \boldsymbol{\xi} \cdot \frac{\overline{\boldsymbol{m}}}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}}\right) \tag{6.52}
\end{equation*}
$$

Remark 6.12. This results are in perfect agreement with our findings with the previously exploited Hamilton-Jacobi framework, recalling that, in those equations, $\boldsymbol{m}$ stands for the equilibrium values of the Mattis overlaps.

We would like to conclude this Section with the analysis of the critical behavior of the system. Taking, without loss of generality, only $\xi^{1}$ as the candidate pattern to be retrieved, it is convenient to consider the following

Definition 6.9. The rescaled Mattis overlap associated to the pattern $\xi^{1}$ is

$$
\begin{equation*}
\hat{m}_{1}=\sqrt{N}\left(m_{1}-\bar{m}_{1}\right) \tag{6.53}
\end{equation*}
$$

where, as usual, $m_{1}=N^{-1} \sum_{i=1}^{N} \xi_{i}^{1} \sigma_{i}$ while $\bar{m}_{1}$ is its thermodynamic limit, namely $\lim _{N \rightarrow \infty} \omega_{t}\left(m_{1}^{2}\right) \rightarrow \bar{m}_{1}$.

Notice that $\omega_{t}\left(\hat{m}_{1}^{2}\right)$ scales as $N$ times the variance of $\omega_{t}\left(m_{1}^{2}\right)$. The analysis of critical behaviour of the relatistic Hopfield model is then performed by studying $\omega_{t}\left(\hat{m}_{1}^{2}\right)$ as a function of $\beta$. What we are looking for are those values $\beta_{c}$ for which the fluctuations of the order parameters (with respect to its mean value $\overline{\boldsymbol{m}}$ ) diverge.

To this goal, we again exploit the interpolation scheme (6.45), and then set $t=1$ to find $\omega\left(\hat{m}_{1}^{2}\right)$. In the same spirit of what we did for the intensive pressure, we write

$$
\begin{equation*}
\omega\left(\hat{m}_{1}^{2}\right)=\omega_{t=0}\left(\hat{m}_{1}^{2}\right)+\int_{0}^{1} d s\left[\partial_{t} \omega_{t}\left(\hat{m}_{1}^{2}\right)\right]_{t=s} . \tag{6.54}
\end{equation*}
$$

We start by evaluating the expectation value at $t=0$. To do this, it is useful to approach the critical line from the high noise region. The advantage in such a procedure lies in the fact that, in this region, we can take benefit of CLT-like arguments to assume the probability distribution of the $\hat{m}_{1}$ is a Gaussian. ${ }^{1}$ Then, the Cauchy condition can be easily evaluated as $\omega_{t=0}\left(\hat{m}_{1}^{2}\right)$. Indeed, we have

$$
\begin{align*}
\omega_{t=0}\left(\hat{m}_{1}^{2}\right) & =\lim _{N \rightarrow \infty} \omega_{t=0}\left(N\left(m_{1}-\bar{m}_{1}\right)^{2}\right)= \\
& =\lim _{N \rightarrow \infty}\left[1+(N-1) \bar{m}_{1}^{2}+N \bar{m}_{1}^{2}-2 N \bar{m}_{1}^{2}\right]=  \tag{6.55}\\
& =1-\bar{m}_{1}^{2} .
\end{align*}
$$

Finally, in the ergodic region, we have trivially $\bar{m}_{1}=0$, so proving the previous statement. We must now face the $t$-derivative: to this task it is useful to state the next For the $t$-derivative of the expectation value, it will be useful the following

[^29]Proposition 6.4. Recalling that $\psi_{\mu}=\bar{m}_{\mu} /\left(\sqrt{1+\overline{\boldsymbol{m}}^{2}}\right)$, let $F$ be a smooth function of the Mattis overlaps. Then, above and close to the critical point (where the Mattis overlaps are zero or infinitesimal), the following streaming equation holds:

$$
\begin{equation*}
\frac{d}{d t} \omega_{t}(F) \sim \frac{\beta}{2}\left(\omega_{t}\left(F \hat{\boldsymbol{m}}^{2}\right)-\omega_{t}(F) \omega_{t}\left(\hat{\boldsymbol{m}}^{2}\right)\right) \tag{6.56}
\end{equation*}
$$

To prove this Proposition, let us first note that

$$
\begin{align*}
\frac{d}{d t} \omega_{t}(F)=\beta N & \left(\omega_{t}\left(\sqrt{1+\boldsymbol{m}^{2}}\right)-\sum_{\mu=1}^{P} \frac{\bar{m}_{\mu}}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}} \omega_{t}\left(F m_{\mu}\right)\right. \\
& \left.-\omega_{t}(F) \omega_{t}\left(\sqrt{1+\boldsymbol{m}^{2}}\right)+\sum_{\mu=1}^{P} \frac{\bar{m}_{\mu}}{\sqrt{1+\overline{\boldsymbol{m}}^{2}}} \omega_{t}(F) \omega_{t}\left(m_{\mu}\right)\right) \tag{6.57}
\end{align*}
$$

Now, since we are approaching the critical line from the high noise region (where the Mattis overlap changes continuously from zero to a non-vanishing value), we can expand $\sqrt{1+x^{2}} \sim 1+x^{2} / 2$ and $1 /\left(\sqrt{1+x^{2}}\right) \sim 1-x^{2} / 2$ in the above equation. Finally, adding and subtracting twice $(\beta N / 2) \omega_{t}(F) \hat{m}^{2}$ we get the proof of the above statement. Then, with the above results we get the following Cauchy problem for the variance of the rescaled Mattis overlap:

$$
\begin{align*}
\frac{d}{d t} \omega_{t}\left(\hat{m}_{1}^{2}\right) & =\beta \omega_{t}\left(\hat{m}_{1}^{2}\right)^{2}  \tag{6.58}\\
\omega_{t=0}\left(\hat{m}_{1}^{2}\right) & =1 \tag{6.59}
\end{align*}
$$

By solving the Cauchy problem, we can easily state the following
Theorem 6.5. The centered and rescaled fluctuations of the Mattis overlap $\omega_{t}\left(m_{1}\right)$ associated to the retrieved pattern $\xi^{1}$ behaves as

$$
\begin{equation*}
\omega\left(\hat{m}_{1}^{2}\right)=\omega_{t=1}\left(\hat{m}_{1}^{2}\right)=\frac{1}{1-\beta}, \tag{6.60}
\end{equation*}
$$

above the critical line. Clearly, the ergodic region is limited to $\beta<\beta_{c}=1$. In the low-noise (i.e. non-ergodic) region, the Mattis overlap may assume non-vanishing values.

### 6.5 Numerical Simulations

We would like to conclude this Chapter by presenting numerical simulations for the relativistic Hopfield model, always comparing our outcomes
to the classical Hopfield model reference. More precisely, we performed extensive Monte Carlo (MC) simulations to check the retrieval capabilities of both models. As a preliminary check, we compared the numerical results with the theoretical predictions for the self-consistency equations. We also performed a numerical study aiming in describing how the spurious attraction basins are reduced in the relativistic Hopfield model w.r.t to its classical counterpart. In the first part of this Section, we will give a brief description of numerical methods we adopted in our MC simulations, then we move to the presentation of the results and their discussion.

### 6.5.1 Stochastic neural dynamics

The first step is to point the neural dynamics we adopted in our MC simulations. Our implementation follows the standard Glauber dynamics

$$
\begin{align*}
\sigma_{i}(t+1) & =\operatorname{sign}\left[\tanh \left(\beta h_{i}(\boldsymbol{\sigma}(t))\right)+\eta_{i}(t)\right]  \tag{6.61}\\
h_{i}(\boldsymbol{\sigma}(t)) & =\boldsymbol{\xi} \cdot \frac{\boldsymbol{m}}{\sqrt{1+\boldsymbol{m}^{2}}} \tag{6.62}
\end{align*}
$$

where $\eta_{i}$ are random variables uniformly sampled from $[-1,+1]$. Of course, the update rule is formally unchanged w.r.t to the classical Hofpield model: the only difference between the relativistic Hopfield model. The parameter $\beta$ clearly tunes the noise level in the network, triggering the amplitude of the hyperbolic tangent (the signal term). In particular, for $\beta \rightarrow \infty$ (which is the zero-temperature limit), the hyperbolic tangent becomes a $\pm 1$ step function, meaning that stochasticity is carried out from the update rule and the dynamics is deterministic. On the contrary, for $\beta \rightarrow 0$, the hyperbolic tangent returns zero for each value of the signal, and the dynamics becomes fully random.

We stress also that the entire stochatistic neural dynamics could be framed in probabilistic form, by noting that Glauber dynamics can be redefined as

$$
\begin{align*}
\mathcal{P}_{t+1}(\boldsymbol{\sigma}) & =\sum_{\sigma^{\prime}} W\left[\boldsymbol{\sigma}^{\prime} \rightarrow \boldsymbol{\sigma}\right] \mathcal{P}_{t}\left(\boldsymbol{\sigma}^{\prime}\right),  \tag{6.63}\\
W\left[\boldsymbol{\sigma}^{\prime} \rightarrow \boldsymbol{\sigma}\right] & =\prod_{i=1}^{N} \frac{e^{\sigma_{i} h_{i}(\boldsymbol{\sigma}(t))}}{2 \cosh \left(\beta h_{i}(\boldsymbol{\sigma}(t))\right)} . \tag{6.64}
\end{align*}
$$

Here, $\mathcal{P}_{t}(\boldsymbol{\sigma})$ is the probability to find (at time $t$ ) the network in the state $\boldsymbol{\sigma}$, while $W\left[\boldsymbol{\sigma}^{\prime} \rightarrow \boldsymbol{\sigma}\right]$ is the transition probability from the state $\boldsymbol{\sigma}^{\prime}$ to $\boldsymbol{\sigma}$.

Because of the symmetry of couplings, Detailed Balance holds, ensuring that there exists a stationary probability distribution at $t \rightarrow \infty$ such that

$$
\begin{equation*}
\mathcal{P}_{\infty}(\boldsymbol{\sigma}) W\left[\boldsymbol{\sigma}^{\prime} \rightarrow \boldsymbol{\sigma}\right]=\mathcal{P}_{\infty}\left(\boldsymbol{\sigma}^{\prime}\right) W\left[\boldsymbol{\sigma} \rightarrow \boldsymbol{\sigma}^{\prime}\right] \tag{6.65}
\end{equation*}
$$

Since the probability distribution $\mathcal{P}_{\infty}$ should have the maximum entropy Gibbs-expression $\mathcal{P}_{\infty} \propto \exp \left(-\beta H_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi})\right)$, it is possible to evaluate the neuron-flip probability as

$$
\mathcal{P}_{t}\left(\sigma_{i} \rightarrow \sigma_{i}^{\prime}\right)=\frac{1}{1+e^{\beta\left[H(\boldsymbol{\sigma} \mid \xi)-H\left(\boldsymbol{\sigma}^{\prime} \mid \xi\right)\right]}},
$$

which is nothing but the acceptance criterion of the Glauber algorithm. Then, the MC simulations are carried out with the following method. At each evolution step:

1. Select at random a neuron in the network, and compute the difference $\Delta H(\boldsymbol{\sigma} \mid \boldsymbol{\xi})$ in the energy after its spin-flip. If $\Delta H(\boldsymbol{\sigma} \mid \boldsymbol{\xi})<0$ (i.e. the flip is convenient), the move is accepted with probability

$$
\exp (\beta \Delta H(\boldsymbol{\sigma} \mid \boldsymbol{\xi})) /[1-\exp (\Delta H(\boldsymbol{\sigma} \mid \boldsymbol{\xi}))]
$$

otherwise is rejected (Glauber criterion). Otherwise, if $\Delta H(\boldsymbol{\sigma} \mid \boldsymbol{\xi})>0$ (i.e. the flip is not convenient), the move is rejected;
2. Iterate the rule for a number of evolution steps which is intensive in the network size.

### 6.5.2 Comparison between theory and MC runs

In this Section, we will check the theoretical predictions and the results of MC simulations carried out as described above: all the simulation have been carried on our group computing cluster, equipped with 12 CPU Intel 3.2 Ghz that survey 512 GPU Nvidia for High Performance Parallel Processing [77, 96] .
To make the comparison exhaustive, we will also include the (classical) Hopfield model in this analysis. From the theoretical side, we solve the selfconsistency equations at fixed network size $N$ both for pure and spurious states. In Fig. 6.1 we show the behavior of the Mattis order parameter as a function of the temperature $T=\beta^{-1}$ by comparing numerical solutions of the self-consistency solutions (dashed lines) and MC simulations (data points). The upper plot refers to the pairwise (i.e. classical) Hopfield model (6.7), while the lower one is its relativistic counterpart (6.18).


Figure 6.1: Comparisons between MC simulations and selfconsistency solutions. The black dashed lines are the numerical solutions of the self-consistency equations (6.34), while blue squares and red diamonds are respectively the MC results for classical and relativistic Hopfield models. The network parameters are fixed to $N=1000$ with $P=3$ (orthogonal) stored patterns. The data points are the averages over 20 different pattern realizations, for each of which we sampled 20 different stochastic evolution starting with 20 random initial conditions (i.e. 8000 runs at any given noise level $T$ ).

Despite redundant, we stress that two branches are due to the underlying spin-flip symmetry: both the pattern $\xi^{1}$ and its symmetric partner $-\xi^{1}$ are attractors for the neural dynamics. Moreover, we highlight the presence of the spurious states (evidenced by the two segments of magnetization's values $\left.m_{1} \sim \pm 0.5\right)$ for noise level $T \leq 0.45$. We also stress that, since we are work-


Figure 6.2: Attraction basins analysis for classical and relativistic Hopfield models. The plots show the retrieval frequency for classical (blue) and relativistic (red) Hopfield models with $N=1000$ for random (upper left with $P=3$ ) and spurious (with $P=3,5,7$ ) initial conditions.
ing at finite network size $N$, there is no phase transition in the statistical mechanics sence. However, the variances of the data-points spread at the bifurcation point (i.e. at $T \sim 1$ ), therefore signaling that a typical second order phase transition takes place in the thermodynamic limit $N \rightarrow \infty$, which is of course confirmed by our theoretical analysis.

### 6.5.3 Depth of the attractors and energy gaps

This final Section is devoted to a numerical analysis of attraction basins of spurious states. To this aim, we compare the classical and relativistic Hopfield networks (with $N=1000$ ) and check the retrieval performances of both models. Therefore, we prepared the system in specific configurations (to be discussed below) and then let the systems evolves with standard stochastic neural dynamics (for different values of the thermal noise $T$ ) towards the equilibrium configuration. After the system as relaxed on a stable configuration, we then measure the retrieval frequency $f$, which is the fraction
of evolutions ending in pure state configurations as a function of the noise level $T$. The analysis can be performed in three different ways, as we shall summarize.

## - Attractors from random initial conditions

At first, we prepared the system in a fully random initial configuration for a network with $P=3$ stored random patterns, then we let it thermalize at a given noise level $T$ with the Markov dynamics (6.63). We collect the final state of the relaxation process (for both for the classical and the relativistic models) and then compute the retrieval frequency $f$. We performed 20 different stochastic evolutions for 20 different initial random conditions and 20 pattern realizations. Results are shown in Fig. 6.2, upper left plot. It emerges that the relativistic model slightly improves the retrieval performances of original Hopfield network, as it can be understood by the fact that the relativistic (red) curve is always above the pairwise counterpart. Then, the relativistic model shows increased performances that its classical counterpart (as long as the spurious states are locally stable).

## - Attractors from spurious initial conditions

In order to better understand how spurious attraction basins are downsized in the relativistic Hopfield model, we performed the following analysis. We prepared the system sharply within a spurious state (the 3-patterns mixture for $P=3$, see Eq. (6.1)) and let it thermalize at a given noise level $\beta^{-1}$ according (6.63). The statistics in this case is composed by 40 different stochastic evolutions for each of the 40 pattern realizations. The results for the retrieval frequency $f$ are reported in the remaining plots of Fig. 6.2 for $P=3$ (upper right plot), $P=5$ and $P=7$ (respectively lower left and right plots). We stress that we analyzed the noise range $T \in[0,0.5]$, in which spurious states are dynamically stable attractors. For higher noise levels, spurious states are not stable, so that there is generally no more reward in the relativistic extension.

By inspecting the plots, also in this case it is clear that relativistic Hopfield model systematically outperforms w.r.t. the original pairwise one.

## - Attractors from noisy spurious configurations

In our last analysis (which is indeed inspired by the works of the Gardner on the estimation of depth and stability of the basins of attractions of pure and spurious states [53, 52]), we proceed as follows. We aligned the network (with $P=3$ random patterns) in the spurious configuration. Then, we
randomly spin-flip a percentage $d$ of the neurons (i.e. for e.g. $d=0$, no random spin-flip at all is performed, while for e.g. $d=50 \%$, one half of the spins are flipped). In other words, we are preparing the system into a known state (e.g. the spurious state), and then we reshuffle it by kicking randomly a percentage $d$ of its neurons. Then, we check if the networks returns (or the escapes) from the initial attractor as a function of $d$. Also in this case, we realized 40 different stochastic evolutions for each of the 40 pattern realizations. Results are shown in Fig. 6.3 for $T=0.2$ and 0.3 , focusing on a 3 -mixture spurious state (in order to quantify the pruning capabilities of the relativistic model w.r.t the pairwise Hopfield one).It is clear that, at mild noise level ( $T=0.2$, left plot), spurious states already becomes unstable in the relativistic extension also for very low spin-flips percentage $d$ (to be compared with the classical case, in which they are still stable). For larger values of $d \sim 0.35$, both models improve the retrieval frequency (but the relativistic one always outperforms). Finally, for moderate noise levels ( $T=0.3$, right plot) the relativistic model always escapes from the spurious state (regardless of $d$ ), making it clear that the associated attraction basin is strongly corrupted by the unlearning contributions in the Hopfield Hamiltonian (6.18).

In conclusion, relativistic Hopfield model has improved retrieval performances w.r.t. the pairwise counterpart. A reasonable argument supporting these results lies in the fact that energy barrier between the spurious states and the maxima surrounding them are indeed downsized. Indeed, we checked


Figure 6.3: Stability of retrieval performances for noisy spurious
inputs. Results for retrieval frequency as a function of the initial spin-flip fraction $d$ for $T=0.2$ (left) and 0.3 (right) with $0 \leq d \leq 0.5$. The network parameters are fixed to $N=1000$ and $P=3$ stored random patterns.
this idea by preparing the network in a spurious pattern and then performing a noiseless random walk (i.e. not of Glauber type). In other words, at each evolution step, a spin $\sigma_{i}$ is selected and (if it is not already aligned to the $i$-th entry of a given pattern), it is flipped. The procedure is performed until the network is completely aligned to that pattern. In such a walk, an energy barrier has to be crossed. Collecting the energy gaps and averaging on 1600 different samples (i.e. 40 pattern realizations and 40 different stochastic evolutions for each one of them), we find that these energy barriers are strongly downsize up to $\Delta E_{\text {relativ }} / \Delta E_{\text {classic }} \sim 0.75$. This confirms our hypotesis, also suggesting how to go beyond the standard pairwise Hopfield model in order to account network pruning.

## Chapter 7

## Beyond the standard paradigm: Sleeping for high storage

In the last Chapter, we started to see how more sophisticated neural network models can be carried out in order to overcome the intrinsic limitations of Hopfield paradigm. In our case, this was achieved by adding an infinite series of P-spin contributions, showing how this leads to an enhancement of retrieval performances (at least in the low storage limit). This can also be understood by simply looking at the critical storage capacity. As remarked by Krotov and Hopfield in [82], P-spin neural network models allow for a critical threshold which grows more than linearly with the network size (namely, assuming $n$-body coupling between the neurons, the critical capacity roughly grows as $N^{n-1}$ ). However, also keeping the model to present pairwise interactions, it is still possible to enhance the critical capacity by saturating the Gardner upper bound $\left(\lambda_{c}=1\right)$. Indeed, we aforementioned the so-called unlearning, whose core idea is to suitably modify the interactions and make spurious configurations less stable. Even if we implemented it in the alternating signs series (i.e. the Taylor expansion of relativistic Hopfield Hamiltonian), unlearning was originally developed for the pairwise model. Much progress have been made in the last two decades (see for instance $[35,66,98,97,47,79,134,40,44,87,88,90,100,106,105]$ and references therein) about unlearning in the standard Hopfield model, however a comprehensive picture through statistical mechanics was not still carried out systematically and rigorously: this will be the goal of this final Chapter.

We will keep the paradigmatic Hopfield model as standard reference and implement it by including reinforcement and remotion features in such a way that they are able to work simultaneously during the network sleep
(as inspired by real sleeping and dreaming mechanisms in mammal brains). Strongly oversimplifying, a sleeping session can be split in two different modes, i.e. rapid eye movement (REM) and slow wave (SW) sleeps. While the former yields to erasure of unnecessary memories, the latter achieves in consolidating of the important ones [14, 107, 123]. In the Literature on Artificial Intelligence, reinforcement (of pure states) and remotion (of spurious states) are addressed in separate ways (see e.g. [66, 135, 73, 124]). In this Chapter, we review our recent results reported in [50, 2], in which we proposed a unified framework for synaptic plasticity accounting both for reinforcement and remotion. As we will show, the combination of these two features leads to an enlargement of region (in the space of the parameters), but most remarkably to the disappearance of the spin glass phase.

Before going further on the subject, let us now deepen the context of our work. Since the Hopfield model threshold $\lambda_{c} \sim 0.14$ is far away from Gardner's upper bound $\lambda_{c}=1$, scientists tried to improve its retrieval performances by implementing some extensions and variations on theme (e.g. keeping the network out of equilibrium $[38,42]$ or allowing the network to process multiple tasks simultaneously $[9,8,7]$ ). A crucial inspiration came with Crick and Mitchinson's paper [39], in which Authors argued that the REM phase of sleep is associated to a reverse learning mechanism removing irrelevant information (in order to save memory and avoid overloading catastrophes), see also $[14,107,123]$ for empirical evidences and $[47,68,18,98,97,104,135]$ for theoretical investigations. Another interesting point in making a link between AI and sleeping (and in particular REM phase) is that generally dreams are not entirely uncorrelated with learned (i.e. experienced) informations, as well as (as we discussed above) spurious attractors in the Hopfield model shows unavoidably implies short-length correlations with pure memories.

A first step towards the implementation of sleeping in AI is due to Hopfield himself (together with Feinstein and Palmer [66]). As we already discussed in this thesis, the key observation lies in the fact that Hopfield model fails to retrieve stored information when the number of spurious states are exponentially more abundant than the number of pure states (regardless their depth in the free energy landscape). This means that, making a quench from $T \rightarrow \infty$ to $T=0$, the system will end more likely in configurations which are uncorrelated with the stored patterns (i.e. spurious states). By sampling a number of these final configurations, one can quantify the two-point correlation functions $\left\langle\sigma_{i} \sigma_{j}\right\rangle_{\exp }$ for each $i$ and $j$. The recipe they proposed to face this problem is to update the synaptic matrix according to an inverse Hebbian learning, so that uncorrelated configurations are increase in energy and become less stable. In mathematical terms, Hopfield's proposal consists
in the update algorithm

$$
\begin{equation*}
J_{i j} \rightarrow J_{i j}-\frac{\epsilon}{N}\left\langle\sigma_{i} \sigma_{j}\right\rangle_{\exp }=\frac{1}{N} \sum_{\mu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\mu}-\frac{\epsilon}{N}\left\langle\sigma_{i} \sigma_{j}\right\rangle_{\exp } \tag{7.1}
\end{equation*}
$$

with $\epsilon$ is a tunable (but small) parameter, the so-called unlearning strength, and the subscript exp again means that we are dealing with quantity which are averaged on an experimental sample. This rule should be re-iterated in order to clean the minima landscape from unwanted attractors. In particular, we stress that the minus sign in (7.1) is central, since it has to increase the energetic value relative to such spurious configurations. Hopfield's rule is only one between the infinite possible algorithmic choice. Indeed, many unlearning scenario have been already proposed in the Literature, all sharing the same core idea. Among these rules, an interesting choice is due to Plakhov and Semenov [104]. Their scheme consists in replacing the pure pairwise correlations between spins with correlations between internal fields, namely

$$
\begin{equation*}
J_{i j} \rightarrow J_{i j}-\epsilon\left\langle h_{i} h_{j}\right\rangle_{\mathrm{exp}} \tag{7.2}
\end{equation*}
$$

The interesting point (and the main advantage) w.r.t to Hopfield rule is that, with a suitable choice of the unlearning strength, this algorithm is ensured to converge (up to scaling factors) to the projector (or pseudo-inverse) matrix

$$
\begin{equation*}
J_{i j}=\frac{1}{N} \sum_{\mu, \nu=1}^{P} \xi_{i}^{\mu}\left(C^{-1}\right)_{\mu, \nu} \xi_{j}^{\nu}, \tag{7.3}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\mu, \nu}=\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \xi_{i}^{\nu} \tag{7.4}
\end{equation*}
$$

is the 2-point correlation matrix between the patterns. Remarkably, the model (7.3) naturally emerges when requiring that stored patterns are dynamically stable [80, 75], regardless if they are random and uncorrelated or encode information of a structured dataset (for a nice discussion, see also [11]). Notably, the model (7.3) shows a storage capacity reaches $\alpha_{c}=1$. From the point of view of unlearning à la Plakhov\&Semenov, the statistical mechanics of the continuous-time limit (i.e. $\epsilon \sim d t$ ) of (7.3), which is realized
by the coupling matrix ${ }^{1}$

$$
\begin{equation*}
J_{i j}(t)=\frac{1}{N} \sum_{\mu, \nu=1}^{P} \xi_{i}^{\mu}(\mathbb{I}+t C)_{\mu, \nu}^{-1} \xi_{j}^{\nu} \tag{7.5}
\end{equation*}
$$

where $\mathbb{I}$ is the identity matrix and $t \in \mathbb{R}^{+}$is the sleeping time, was studied by Dotskenko and coworkers [47, 46]. When realizing the phase diagram of the model, it turns out that the maximal storage capacity increases as $t$ gets larger and larger, approaching the Gardner upper bound. ${ }^{2}$ However, in the large $t$ limit (for which the storage capacity is maximal), the coupling matrix identically vanishes. This signals that unlearning scenario (7.2) also affects pure memories, and in the infinite sleeping time limit, all stored information is destroyed. Indeed, the retrieval region is stretched toward higher values in $\alpha$ with respect to the Hopfield reference, but at the same time it is also confined to smaller values of $T$, ultimately disappearing when $t \rightarrow \infty$.

In the rest of the Chapter, we will review our model, which is forced to interpolate between Hopfield and $[103,75]$ model, and show how this is welldefined and thermodynamical stable (meaning that retrieval region is still present in the large sleeping time limit) with a critical capacity saturating the Gardner upper bound. A note on methodologies is in order here. As we usually did throughout this thesis, once introduced the model, we first solve it by means of the replica trick technique, then we confirm our findings by following the Guerra-Toninelli interpolation schemes. In particular, the latter makes it possible to deal also with the analysis of order parameter fluctuations, therefore giving a rigorous basis to our results.

Since the plan is now clear, we are now in position to introduce the model according to the following:

Definition 7.1. Consider a network composed by $N$ neurons $\left\{\sigma_{i}\right\}_{i=1, \ldots, N}$, with $\sigma_{i} \in\{-1,+1\} \forall i$, and $P$ Boolean patterns $\xi^{\mu}$, with $\mu=1, \ldots, P$. For each sleeping time $t \in \mathbb{R}^{+}$, the reinforcement\&removal model is described by

[^30]the Hamiltonian ${ }^{1}$
\[

$$
\begin{equation*}
H_{N, P}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t)=-\frac{1}{2 N} \sum_{i, j=1}^{N} \sum_{\mu, \nu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\nu}\left(\frac{1+t}{\mathbb{I}+t C}\right)_{\mu, \nu} \sigma_{i} \sigma_{j} \tag{7.6}
\end{equation*}
$$

\]

where the $P$ patterns are i.i.d. extracted according to the probability

$$
P\left(\xi_{i}^{\mu}=+1\right)=P\left(\xi_{i}^{\mu}=-1\right)=\frac{1}{2}, \quad \forall i=1, \ldots, N, \forall \mu=1, \ldots, P
$$

and the correlation matrix is defined as

$$
C_{\mu, \nu} \equiv \frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{\mu} \xi_{i}^{\nu}
$$

Remark 7.1. Note that the interpretation of $t$ as the sleep extent is clear: for $t=0$ the system reduces to the standard Hopfield model, while for $t \rightarrow \infty$ the system approaches the pseudo-inverse matrix model.
Remark 7.2. The "temporal variable" $t$ within an (equilibrium) statistical mechanical theory may look weird. However, it should be noticed that the time-scale for a sleeping session is much longer than that characterizing neuronal dynamics. This is also reasonable from a biological perspective, since neural dynamics takes place with frequencies of the order of $O\left(10^{2}\right) \mathrm{Hz}$ (i.e. the typical spiking time, considering also the absolute refractory period of a biological neuron).

Once the Hamiltonian is introduced, we can define the basic thermodynamical quantities, namely
Definition 7.2. The partition function of the reinforcement\&removal model (7.6) is

$$
\begin{align*}
Z_{N}(\beta, t) & =\sum_{\boldsymbol{\sigma}} e^{-\beta H_{N, P}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t)}= \\
& =\sum_{\boldsymbol{\sigma}} \exp \left\{\frac{\beta}{2 N} \sum_{i, j=1}^{N} \sum_{\mu, \nu=1}^{P} \xi_{i}^{\mu} \xi_{j}^{\nu}\left(\frac{1+t}{\mathbb{I}+t C}\right)_{\mu, \nu} \sigma_{i} \sigma_{j}\right\} . \tag{7.7}
\end{align*}
$$

The associated infinite volume limit of the intensive free energy is defined as

$$
\begin{equation*}
f(\beta, \lambda, t)=-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \mathbb{E} \log Z_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t) . \tag{7.8}
\end{equation*}
$$

Again, we shall denote with $\omega(\cdot)$ and $\langle\cdot\rangle$ the ( $t$-dependent) BoltzmannGibbs averages (where the last one can be intended also on the replicated system).

[^31]
### 7.1 The replica trick

We now directly move to the replica trick resolution of the system under the assumption of replica symmetry. Using the standard approach, we write the large $N$ free-energy as

$$
\begin{equation*}
f(\beta, \lambda, t)=-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \mathbb{E}^{\prime} \log Z_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t)=-\lim _{\substack{n \rightarrow 0 \\ N \rightarrow \infty}} \frac{\mathbb{E}^{\prime} Z_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t)^{n}-1}{\beta n N} \tag{7.9}
\end{equation*}
$$

As we did for the standard Hopfield model, we will assume that the only candidate for retrieval is the pattern $\xi^{1}$, while $\xi^{\mu}$ for $\mu \geq 2$ contribute to the slow noise. Therefore, also in this case $\mathbb{E}^{\prime}$ is the average over the $P-1$ notretrieved patterns. The replicated partition function can be put in Gaussian form as

$$
\begin{align*}
\mathbb{E}^{\prime} Z_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t)^{n} & =\mathbb{E} \mathbb{C} \sum_{\boldsymbol{\sigma}^{(1)}} \cdots \sum_{\boldsymbol{\sigma}^{(n)}} \int\left(\prod_{\mu a} d \mu\left(z_{\mu}^{(a)}\right)\right)\left(\prod_{i a} d \mu\left(\phi_{i}^{(a)}\right)\right) . \\
& \cdot \exp \left(\sqrt{\frac{\beta}{N}(t+1)} \sum_{\mu i a} z_{\mu}^{(a)} \xi_{i}^{\mu} \sigma_{i}^{(a)}+i \sqrt{\frac{t}{N}} \sum_{\mu i a} z_{\mu}^{(a)} \xi_{i}^{\mu} \phi_{i}^{(a)}\right), \tag{7.10}
\end{align*}
$$

where $\mathcal{P}\left(z_{\mu}^{a}\right)=\mathcal{P}\left(\phi_{i}^{a}\right)=\mathcal{N}(0,1)$ and $\mathcal{C}$ is a ( $\xi$-dependent) normalization constant coming from the double Gaussian integration (its contribution to the free energy is trivial since it is constant, so we will omit it). The only difference of our model w.r.t. to the system studied in [47] is that here we have $\beta(1+t)$ (instead of $\beta$ ). As we will see, this factor is crucial to keep stable the thermodynamics of the system, since the critical temperature at zero load $\lambda=0$ is kept fixed at $\beta_{c}=1$ as $t$ is tuned. Before to go further, we have to define the order parameters.

Definition 7.3. Besides the usual Mattis overlap

$$
\begin{equation*}
m_{\mu}=\frac{1}{N} \sum_{i} \xi_{i}^{\mu} \sigma_{i} \tag{7.11}
\end{equation*}
$$

we introduce the generalized overlaps

$$
\begin{equation*}
Q_{a b}=\frac{1}{N} \sum_{i}\left(\sigma_{i}^{(a)}+i \sqrt{\frac{t}{\beta(1+t)}} \phi_{i}^{(a)}\right)\left(\sigma_{i}^{(b)}+i \sqrt{\frac{t}{\beta(1+t)}} \phi_{i}^{(b)}\right) . \tag{7.12}
\end{equation*}
$$

Remark 7.3. Such a definition of the overlap could be weird, since it measure the overlaps complex linear combinations of different variables typologies. However, as we will see such a trick allows to strongly simplify the
computations, and a fortiori we will see that its thermodynamic value is indeed real, thus making everything well-defined.

The replica trick computations for such a model follow the same procedure as the usual Hopfield model, but - because of their complexity - we will only give the intermediate result (however, the interested reader could consult our original work [50]). The expression for the replicated partition function is therefore

$$
\begin{equation*}
\mathbb{E}^{\prime} Z_{N}(\boldsymbol{\sigma} \mid \boldsymbol{\xi}, t)^{n}=\int d \mu(\boldsymbol{m}, \boldsymbol{Q}, \boldsymbol{P}) \exp (-N A[\boldsymbol{m}, \boldsymbol{Q}, \boldsymbol{P}]) \tag{7.13}
\end{equation*}
$$

where

$$
\begin{align*}
& A[\boldsymbol{m}, \boldsymbol{Q}, \boldsymbol{P}]= \\
& =\frac{\beta}{2(1+t)} \sum_{a}\left(m_{1}^{(a)}\right)^{2}+\frac{\lambda \beta^{2}}{2} \sum_{a b} P_{a b} Q_{a b}+\frac{\lambda}{2} \log \operatorname{det}[\mathbb{I}-\beta(1+t) \boldsymbol{Q}] \\
& -\mathbb{E} \log \sum_{\boldsymbol{\sigma}} \int\left(\prod_{a} d \mu\left(\phi^{(a)}\right)\right) \exp \left[\beta \sum_{a} m_{1}^{(a)} \xi^{1}\left(\sigma^{(a)}+i \sqrt{\frac{t}{\beta(1+t)}} \phi^{(a)}\right)\right. \\
& \left.+\frac{\lambda \beta^{2}}{2} \sum_{a b} P_{a b}\left(\sigma^{(a)}+i \sqrt{\frac{t}{\beta(1+t)}} \phi^{(a)}\right)\left(\sigma^{(b)}+i \sqrt{\frac{t}{\beta(1+t)}} \phi^{(b)}\right)\right] . \tag{7.14}
\end{align*}
$$

Here, $\lambda$ is the storage load, $m_{1}^{\alpha}$ is the Mattis overlap (of the $\alpha$-th replica) associated to the pattern $\xi^{1}$ to be retrieved and $\boldsymbol{P}$ is the conjugated overlap matrix (entering because of the Fourier representation of $\boldsymbol{Q}$ Dirac deltas). The previous problem has the form of Laplace integral, so it can be evaluated with saddle point method. In this limit, of course, the intensive free energy of the model is finally realized as

$$
\begin{equation*}
f(\beta, \lambda, t)=\lim _{n \rightarrow 0} A[\boldsymbol{m}, \boldsymbol{Q}, \boldsymbol{P}] \tag{7.15}
\end{equation*}
$$

At this point, we cannot go further without imposing some structure of the overlap matrices. Then, as in the Hopfield case, we will adopt the RS Ansatz

$$
\begin{align*}
m_{1}^{(a)} & =m \quad \forall a,  \tag{7.16a}\\
Q_{a b} & =Q \delta_{a b}+q\left(1-\delta_{a b}\right),  \tag{7.16b}\\
P_{a b} & =P \delta_{a b}+p\left(1-\delta_{a b}\right) . \tag{7.16c}
\end{align*}
$$

We stress that the diagonal overlap $P$ should not be confused with the number of stored patterns (which is indeed implicit in the definition of the storage capacity $\lambda$ ).

Remark 7.4. Here, we would like to stress two points. First of all, since the generalized overlap involves combinations of different variables, it is not ensured that diagonal entries in $\boldsymbol{Q}$ will be equal to 1 , so we have to introduce the diagonal generalized overlap $Q$. Furthermore, a priori it is not ensured that the diagonal conjugate one can be consistently set to zero. Ultimately, we have to deal with five different order parameters.

After straightforward computations, we can finally state the next
Proposition 1. The infinite volume limit of the replica-symmetric free energy for the model (7.6), expressed in terms of the order parameters $m$ and $q$, reads as

$$
\begin{align*}
& f_{R S}(\beta, \lambda, t)= \\
& =\frac{m^{2}}{2(1+t)}\left(1+\frac{t}{\Delta}\right)+\frac{(1+t)(\Delta-1)}{2 t} Q+\frac{\lambda \beta}{2} p(Q-q) \\
& +\frac{\lambda}{2 \beta}\left(\log [1-\beta(1+t)(Q-q)]-\frac{q \beta(1+t)}{1-\beta(1+t)(Q-q)}\right)+\frac{(1+t)(1-\Delta)}{2 t \Delta} \\
& +\frac{\log \Delta}{2 \beta}+\frac{\lambda p t}{2(1+t) \Delta}-\frac{1}{\beta} \int_{-\infty}^{+\infty} d \mu(z) \log 2 \cosh \left[\frac{\beta}{\Delta}(m+\sqrt{\lambda p} z)\right] . \tag{7.17}
\end{align*}
$$

where $\Delta=1+\lambda \beta t(1+t)^{-1}(P-p)$. The associated self-consistency equations are therefore

$$
\begin{align*}
m & =\frac{1+t}{\Delta+t} \int_{-\infty}^{+\infty} d \mu(z) \tanh \left[\frac{\beta}{\Delta}(m+\sqrt{\lambda p} z)\right]  \tag{7.18a}\\
p & =\frac{q(1+t)^{2}}{[1-\beta(1+t)(Q-q)]^{2}},  \tag{7.18b}\\
\Delta & =1+\frac{\lambda t}{1-\beta(1+t)(Q-q)},  \tag{7.18c}\\
q & =Q+\frac{t}{\beta(1+t) \Delta}-\frac{1}{\Delta^{2}} \int_{-\infty}^{+\infty} d \mu(z) \cosh ^{-2}\left[\frac{\beta}{\Delta}(m+\sqrt{\lambda p} z)\right],  \tag{7.18d}\\
Q \Delta^{2} & =1-\frac{t \Delta}{\beta(1+t)}+\frac{\lambda p t^{2}}{(1+t)^{2}}-\frac{m^{2} t(t+2 \Delta)}{(1+t)^{2}}  \tag{7.18e}\\
& -\frac{2 \lambda \beta p t}{(1+t) \Delta} \int_{-\infty}^{+\infty} d \mu(z) \cosh ^{-2}\left[\frac{\beta}{\Delta}(m+\sqrt{\lambda p} z)\right] . \tag{7.18f}
\end{align*}
$$

Remark 7.5. Notice that, in the limit $t \rightarrow 0$, both the free energy (7.17) and the self-consistency equations (7.18) reduces to the Amit-GutfreundSompolinsky ones [13], as they should.

### 7.1.1 Remotion or Reinforcement: a separate analysis

Before turning on the solutions of the self-consistency equations and the realization of the phase diagram, in this Section we would like to justify why our model account both for reinforcement and remotion. In particular, in the generalized kernel appearing in 7.6 , the denominator (the term $\propto$ $(1+t C)^{-1}$ ) yields to the remotion of unwanted mixture states, while the numerator (i.e., the term $\propto 1+t$ ) reinforces the memories. To this aim, we separate the whole Hamiltonian (7.6) in two different models by considering separately the numerator (reinforcement) and the denominator (remotion) in the generalized kernel:

$$
\begin{align*}
H_{N}^{(1)} & =-\frac{1}{2} \sum_{\mu} \sum_{i j} \xi_{i}^{\mu} \xi_{j}^{\mu}(1+t) \sigma_{i} \sigma_{j},  \tag{7.19a}\\
H_{N}^{(2)} & =-\frac{1}{2} \sum_{\mu \nu} \sum_{i j} \xi_{i}^{\mu} \xi_{j}^{\nu}(\mathbb{I}+t C)_{\mu, \nu}^{-1} \sigma_{i} \sigma_{j} . \tag{7.19b}
\end{align*}
$$

Let us analyze these two models separately:

- For the former (which, in our claim, is the responsible of reinforcement effect), it is formally equivalent to the Hopfield model, but with a rescaled thermal noise $\tilde{\beta}=\beta(1+t)$. As a consequence, the zerocapacity critical temperature is precisely $\tilde{T}_{c}=\tilde{\beta}_{c}^{-1}=1$, which implies $T_{c}=(1+t)$. See Figure 7.1 (left panel).
- The latter model is precisely (7.5), whose statistical mechanics has been carried out in [47] (in the standard replica-symmetric regime)Remarkably, the $\lambda=0$ critical temperature for breaking the retrieval functionality of the model is $T_{c}=(1+t)^{-1}$. See Figure 7.1 (right panel).

By comparing both the critical temperatures, it is reasonable to expect that, in the full model (7.6), the $\lambda=0$ critical temperature could be fixed at $T_{c}=1$, therefore saving the whole retrieval region. As we will show, this turns out to be true.

With these ideas in mind, it is also reasonable to expect that - in the full model (7.6) - the mashing effect of unlearning can be compensated by the rescaling of the thermal noise, therefore giving an optimal balance between the Reinforcement and the Removal features. The evaluation of the phase diagram for our model is presented in the next Section.


Figure 7.1: Reinforcing and unlearning models. Left: the plot shows the retrieval regions for the reinforcing model $H^{(1)}$ for $t=0$ (Hopfield), 0.1, 0.2, 0.5 and 1 . The critical temperature in the zero-capacity limit is $T_{c}=(1+t)$ and this trivial shift in the critical temperature is the solely novelty of this model. Right: the plot shows the retrieval regions for the Dotsenko model as also discussed in [47]. The critical temperature grows with $t$, by the critical temperature in the zero-capacity limit decreases as $T_{c}=(1+t)^{-1}$, so that the retrieval regions are mashed on the horizontal axes.

### 7.2 Guerra's interpolating scheme

In this Section, we will re-derive the above results from the point of view of Guerra's interpolation scheme, therefore giving a rigorous basis to our findings. In order to simplify our computations, we will express the Hamiltonian in a convenient form with the following

Definition 7.4. The Hamiltonian in the Gaussian representation (7.10) of (7.6) can be written in the form

$$
\begin{equation*}
H_{N, P}(\boldsymbol{\sigma}, \boldsymbol{z} \mid \boldsymbol{\xi})=\frac{a}{\sqrt{N}} \sum_{i=1}^{N} \sum_{\mu=1}^{P} z_{\mu} \xi_{i}^{\mu} k_{i}, \tag{7.20}
\end{equation*}
$$

where the multi-spin $k_{i}$ stands for the complex linear combination $\sigma_{i}+b \phi_{i}$, with

$$
\begin{equation*}
a=\sqrt{\beta(t+1)}, \quad b=i \sqrt{\frac{t}{\beta(t+1)}} . \tag{7.21}
\end{equation*}
$$

Remark 7.6. We stress again that, for the sake of mathematical convenience, as deepened when inspecting the hybrid Hopfield network, we take solely the pattern candidate for retrieval (i.e. the signal) to be Boolean, while all the remaining ones (acting as slow noise on the retrieval) are chosen as

Gaussian. Although neural networks, in general, do not exhibit the universality properties of spin glasses [54], this is no longer true if we confine our focus solely to the structure of the slow noise generated by patterns. ${ }^{1}$

Here, we are interested in the expression of the intensive pressure $\alpha(\beta, \lambda)$ in the high-storage regime $P=\lambda N$ in the thermodynamic limit. To do this, we have to introduce the following order parameters.

Definition 7.5. The natural order parameters for the neural network model (7.6) are the overlaps $Q_{a b}$ and $P_{a b}$ between the $k \mathrm{~s}$ and the $z \mathrm{~s}$ variables of the replicated system. In mathematical terms:

$$
\begin{align*}
Q_{a b} & =\frac{1}{N} \sum_{i=1}^{N} k_{i}^{(a)} k_{i}^{(b)},  \tag{7.22}\\
P_{a b} & =\frac{1}{P} \sum_{\mu \geq 2} z_{\mu}^{(a)} z_{\mu}^{(b)},  \tag{7.23}\\
m_{1} & =\frac{1}{N} \sum_{i=1}^{N} \xi_{i}^{1} k_{i} . \tag{7.24}
\end{align*}
$$

Remark 7.7. We stress that, in the definition of the overlaps, we tacitly assume that only the first pattern $\xi^{1}$ is the candidate to be retrieved. Therefore, in the practical computations, we separate again between the signal and noise terms. This justify the definition of the overlap $P$ in order to include only $z_{\mu}$ variables with $\mu \geq 2$.

Remark 7.8. In the replica symmetric (RS) regime, order parameters do not fluctuate in the thermodynamic limit ${ }^{2}$, i.e.

$$
\begin{align*}
q_{a b} & \xrightarrow{R S} Q \delta_{a b}+q\left(1-\delta_{a b}\right),  \tag{7.25}\\
p_{a b} & \xrightarrow{R S} P \delta_{a b}+p\left(1-\delta_{a b}\right),  \tag{7.26}\\
m_{1} & \xrightarrow{R S} m, \tag{7.27}
\end{align*}
$$

In order to set up the Guerra's interpolation framework, we need to introduce the generalized intensive pressure. This is the content of the following

[^32]Definition 7.6. Given the interpolating parameter $s \in[0,1]$, the auxiliary fields (which are i.i.d Gaussian variables) $\left\{\eta_{i}\right\}_{i \in(1, \ldots, N)},\left\{\lambda_{\mu}\right\}_{\mu \in(2, \ldots, P)}$ and the tunable scalars $C_{1}, C_{2}, C_{3}, C_{4}, C_{5}$ (to be set a posteriori), the generalized intensive pressure is

$$
\begin{align*}
\alpha_{N}(s) & =\frac{1}{N} \mathbb{E} \log \sum_{\boldsymbol{\sigma}} \int d \mu(z, \phi) \exp \left[\sqrt{s} \frac{a}{\sqrt{N}} \sum_{i, \mu \geq 2} z_{\mu} \xi_{i}^{\mu} k_{i}\right. \\
& +\sqrt{s} \frac{a}{\sqrt{N}} \sum_{i} z_{1} \xi_{i}^{1} k_{i}+\sqrt{1-s}\left(C_{1} \sum_{i}^{N} \eta_{i} k_{i}+C_{2} \sum_{\mu \geq 2} \lambda_{\mu} z_{\mu}\right)  \tag{7.28}\\
& \left.+\frac{1-s}{2}\left(C_{3} \sum_{\mu \geq 2} z_{\mu}^{2}+C_{4} \sum_{i} k_{i}^{2}+C_{5} a \sum_{i} \xi_{i}^{1} k_{i}\right)\right] .
\end{align*}
$$

The quenched average $\mathbb{E}$ is performed over non-recalled patterns (contributing to the noise) and the auxiliary fields.

Remark 7.9. As usual, the $s=1$ choice recovers the original model, namely $\alpha(\beta, \lambda, t)=\lim _{N \rightarrow \infty} \alpha_{N}(s=1)$, while for $s \rightarrow 0$ it is a more tractable a onebody problem.

Also in this case, we denote with $\omega_{s}(\cdot)$ and $\Omega_{s}(\cdot)$ the Boltzmann-Gibbs averages (respectively of the system and of its replicated version) implicitly defined by the above intensive pressure, and $\langle\cdot\rangle=\mathbb{E} \Omega_{s}(\cdot)$.

Proposition 7.1. The infinite volume limit of the quenched pressure related to the model (7.6) can be obtained by using the Fundamental Theorem of Calculus as

$$
\begin{equation*}
\alpha(\beta, \lambda, t) \equiv \lim _{N \rightarrow \infty} \alpha_{N}(s=1)=\lim _{N \rightarrow \infty}\left(\alpha_{N}(s=0)+\int_{0}^{1} d s \partial_{s} \alpha_{N}(s)\right) \tag{7.29}
\end{equation*}
$$

Let us start with the computation of the derivative (by:

$$
\begin{align*}
\frac{d \alpha_{N}(s)}{d s}= & \frac{1}{2 N} \mathbb{E}\left[\frac{a}{\sqrt{s N}} \sum_{i, \mu \geq 2} \xi_{i}^{\mu} \omega_{s}\left(z_{\mu} k_{i}\right)-\frac{1}{\sqrt{1-s}}\left(C_{1} \sum_{i} \eta_{i} \omega_{s}\left(k_{i}\right)\right.\right. \\
& \left.+C_{2} \sum_{\mu \geq 2} \lambda_{\mu} \omega_{s}\left(z_{\mu}\right)\right)+\frac{a}{\sqrt{s N}} \sum_{i} \xi_{i}^{1} \omega_{s}\left(z_{1} k_{i}\right)-C_{3} \sum_{\mu \geq 2} \Omega_{s}\left(z_{\mu}^{2}\right) \\
& \left.-C_{4} \sum_{i} \omega_{s}\left(k_{i}^{2}\right)-C_{5} a \sum_{i} \omega_{s}\left(\xi_{i}^{1} k_{i}\right)\right] . \tag{7.30}
\end{align*}
$$

We can proceed further by using Wick's Theorem on $z^{1}$ and the auxiliary fields, we have

$$
\begin{align*}
\frac{d \alpha_{N}(s)}{d s}= & \frac{1}{2 N} \mathbb{E}\left[\frac{a^{2}}{N} \sum_{i, \mu \geq 2}\left(\omega_{s}\left(z_{\mu}^{2} k_{i}^{2}\right)-\omega_{s}\left(z_{\mu} k_{i}\right)^{2}\right)+\frac{a^{2}}{N} \omega_{s}\left(\left(\sum_{i} \xi_{i}^{1} k_{i}\right)^{2}\right)\right. \\
& -C_{1}^{2} \sum_{i}\left(\omega_{s}\left(k_{i}^{2}\right)-\omega_{s}\left(k_{i}\right)^{2}\right)-C_{2}^{2} \sum_{\mu \geq 2}\left(\omega_{s}\left(z_{\mu}^{2}\right)-\omega_{s}\left(z_{\mu}\right)^{2}\right) \\
& \left.-C_{3} \sum_{\mu \geq 2} \omega_{s}\left(z_{\mu}^{2}\right)-C_{4} \sum_{i} \omega_{s}\left(k_{i}^{2}\right)-C_{5} a \sum_{i} \omega_{s}\left(\xi_{i}^{1} k_{i}\right)\right] . \tag{7.31}
\end{align*}
$$

We can now directly introduce the order parameters (7.24) (after considering the replicated system) in order to get

$$
\begin{align*}
\frac{d \alpha_{N}}{d s}= & \frac{1}{2} \mathbb{E}\left[a^{2} \lambda \Omega_{s}\left(Q_{11} P_{11}\right)+a^{2} \Omega_{s}\left(m_{1}^{2}\right)-a^{2} \lambda \Omega_{s}\left(Q_{12} P_{12}\right)-C_{1}^{2} \Omega_{s}\left(Q_{11}\right)\right. \\
& +C_{1}^{2} \Omega_{s}\left(Q_{12}\right)-C_{2}^{2} \lambda \Omega_{s}\left(P_{11}\right)+C_{2}^{2} \lambda \Omega_{s}\left(P_{12}\right)-\lambda C_{3} \Omega_{s}\left(P_{11}\right) \\
& \left.-C_{4} \Omega_{s}\left(Q_{11}\right)-a C_{5} \Omega_{s}\left(m_{1}\right)\right] . \tag{7.32}
\end{align*}
$$

Now, fixing the scalars $C_{1, ., 5}$ as

$$
\begin{align*}
& C_{1}^{2}=a^{2} \lambda p, \quad C_{2}^{2}=a^{2} q, \quad C_{3}=a^{2}(Q-q), \\
& C_{4}=a^{2} \lambda(P-p), \quad C_{5}=2 m a, \tag{7.33}
\end{align*}
$$

we can recast the streaming $\partial_{s} \alpha_{N}(s)$ in the form

$$
\begin{align*}
\frac{d \alpha_{N}}{d s} & =\frac{1}{2} \mathbb{E}\left[a^{2} \lambda \Omega_{s}\left(\left(q_{11}-Q\right)\left(p_{11}-P\right)\right)+a^{2} \Omega_{s}\left(\left(m_{1}-m\right)^{2}\right)\right.  \tag{7.34}\\
& \left.-a^{2} \lambda \Omega_{s}\left(\left(q_{12}-q\right)\left(p_{12}-p\right)\right)\right]+\frac{\lambda a^{2}}{2}(q p-Q P)-\frac{a^{2}}{2} m^{2}
\end{align*}
$$

Remark 7.10. Requiring replica symmetry, the evaluation of the $s$-integral in Eq. (7.29) is trivial, since the r.h.s. of Eq. (7.34) reduces to

$$
\begin{equation*}
\partial_{s} \alpha_{N}(s)=\frac{\lambda a^{2}}{2}(q p-Q P)-\frac{a^{2}}{2} m^{2} \tag{7.35}
\end{equation*}
$$

that does not depend on $s$ any longer.
For the one-body contribution, we have

$$
\begin{align*}
\alpha_{N}(s=0) & =\frac{1}{N} \mathbb{E} \log \sum_{\boldsymbol{\sigma}} \int d \mu(z, \phi) \exp \left[C_{1} \sum_{i} \eta_{i} k_{i}+\frac{C_{4}}{2} \sum_{i} k_{i}^{2}\right. \\
& \left.+\frac{C_{5} a}{2} \sum_{i} \xi_{i}^{1} k_{i}+C_{2} \sum_{\mu \geq 2} \lambda_{\mu} z_{\mu}+\frac{C_{3}}{2} \sum_{\mu \geq 2} z_{\mu}^{2}\right] . \tag{7.36}
\end{align*}
$$

The computation of the one-body contribution is straightforward (but somewhat cumbersome), so we only give the final result:

$$
\begin{align*}
\alpha_{N}(s=0) & =-\frac{\lambda}{2} \log \left(1-C_{3}\right)-\frac{1}{2} \log \left(1-C_{4} b^{2}\right)+\frac{\lambda}{2} \frac{C_{2}^{2}}{1-C_{3}}+\frac{C_{4}}{2} \\
& +b^{2} \frac{C_{1}^{2}+C_{4}^{2}+\frac{C_{5}^{2} a^{2}}{4}}{1-C_{4} b^{2}}+\mathbb{E} \log 2 \cosh \left[\frac{C_{1} \eta+\frac{C_{5} a}{2}}{1-C_{4} b^{2}}\right] . \tag{7.37}
\end{align*}
$$

Then, putting everything together, recalling the choice for the parameters $C_{1}, \ldots, C_{5}$ as prescribed in the relations 7.33and performing the trivial rescaling of the overlaps as

$$
\begin{equation*}
P \rightarrow \frac{\beta^{2}}{a^{2}} P, \quad p \rightarrow \frac{\beta^{2}}{a^{2}} p, \quad m \rightarrow \frac{\beta}{a^{2}} m \tag{7.38}
\end{equation*}
$$

after some trivial manipulation we arrive at the following
Theorem 7.1. The thermodynamic limit of the intensive pressure in the replica symmetric regime of neural network model defined in Eq. (7.6) is

$$
\begin{align*}
\alpha_{R S}(\beta, \lambda, t) & =-\frac{\beta m^{2}}{2(1+t)}\left(1+\frac{t}{\Delta}\right)-\frac{(1+t)(\Delta-1)}{2 t} \beta Q-\frac{\lambda \beta^{2}}{2} p(Q-q) \\
& -\frac{\lambda}{2}\left(\log [1-\beta(1+t)(Q-q)]+\frac{q \beta(1+t)}{1-\beta(1+t)(Q-q)}\right) \\
& -\frac{(1+t)(1-\Delta) \beta}{2 t \Delta}-\frac{\log \Delta}{2}-\frac{\lambda \beta p t}{2(1+t) \Delta} \\
& +\int_{-\infty}^{+\infty} d \mu(\eta) \log 2 \cosh \left[\frac{\beta}{\Delta}(m+\sqrt{\lambda p} \eta)\right], \tag{7.39}
\end{align*}
$$

where again $\Delta=1+\lambda \beta t(t+1)^{-1}(P-p)$.
Remark 7.11. By a direct comparison, we see that this expression of the intensive pressure $\alpha(\beta, \lambda, t)=-\beta f(\beta, \lambda, t)$ leads to the same intensive free energy (7.17), therefore leading to the same self-consistency equations, commuting Proposition 1 into Theorem 7.1.

### 7.2.1 Analysis of the overlap fluctuations and ergodicity breaking

Before turning on the numerical resolution of the self-consistency equations (7.18), we would like to conclude the theoretical analysis of the modelin
order to determine the critical behaviour of the system and the ergodicity breaking. To address this point, we study the behaviour of the overlap fluctuations, which we suitably center around their thermodynamic values and properly rescale (in order to allow them to diverge when the system approaches the critical line). This is possible since they are meromorphic functions, and their poles identify the evolution of the critical surface $\beta_{c}(\lambda, t)$ (if any).

To this aim, we will use the generalized Guerra's interpolation scheme (see Eq. (7.28)) and using a sum rule (perfectly analogous to the one for the intensive pressure in the thermodynamic limit, see Eq. (7.29)). In this way, we are able to evaluate the evolution of the order parameter correlators from $s=0$ (where their evaluation is simple) and propagate it up to $s=1$. Therefore, for the correlation function of a generic thermodynamical observable $O$, we need to evaluate the Cauchy condition $\langle O(s=0)\rangle$ and the derivative $\partial_{s}\langle O(s)\rangle$. In contrast with the case of the intensive free energy, where we imposed replica symmetry, here we impose ergodic behaviour (since we want to trace the ergodicity breaking critical line). In other words, we assume that the system is approaching this boundary from the high fast-noise limit (where the expectation values of the overlaps can be consistently set to zero in order to simplify the computations). The first step is therefore to introduce the centered and rescaled overlaps, as stated in the next

Definition 7.7. The centered and rescaled overlap fluctuations $\theta_{l m}$ and $\rho_{l m}$ are introduced as

$$
\begin{align*}
\theta_{l m} & =\sqrt{N}\left[Q_{l m}-\delta_{l m} Q-\left(1-\delta_{l m}\right) q\right]  \tag{7.40}\\
\rho_{l m} & =\sqrt{P}\left[P_{l m}-\delta_{l m} P-\left(1-\delta_{l m}\right) p\right] . \tag{7.41}
\end{align*}
$$

Remark 7.12. Of course, in this analysis the signal is absent, thus there is no need to introduce a rescaled Mattis order parameter. Here, we only consider the boundary between the ergodic region and the spin-glass phase.

In the next definition, we will introduce a generalized $r$-replicated pressure. In order to make notation more compact, we will denote the $r$-replicated system variables simply with the subscript $R$.

Definition 7.8. Given an observable $O$ (which is a smooth function of neurons of the $r$-replicated system) and a source fields $J$, the $r$-replicated in-
terpolating pressure $\mathcal{A}_{J}^{r}(s)$ is

$$
\begin{align*}
\mathcal{A}_{J}^{r}(s)=\mathbb{E} \log \sum_{\sigma_{R}} & \int d \mu\left(z_{R}, \phi_{R}\right) \exp \left[\sqrt{s} \frac{a}{\sqrt{N}} \sum_{l=1}^{r} \sum_{i, \mu} z_{\mu}^{(l)} \xi_{i}^{\mu} k_{i}^{(l)}+J \hat{O}\right. \\
+ & \sqrt{1-s}\left(C_{1} \sum_{l=1}^{r} \sum_{i} \eta_{i} k_{i}^{(l)}+C_{2} \sum_{l=1}^{r} \sum_{\mu} \lambda_{\mu} z_{\mu}^{(l)}\right)  \tag{7.42}\\
+ & \left.\frac{1-s}{2}\left(C_{3} \sum_{l=1}^{r} \sum_{\mu}\left(z_{\mu}^{(l)}\right)^{2}+C_{4} \sum_{l=1}^{r} \sum_{i}\left(k_{i}^{(l)}\right)^{2}\right)\right]
\end{align*}
$$

where $C_{1,2,3,4}$ are the same given in the previous section (see Eq. (7.33)).
Remark 7.13. Of course, here there is no $C_{5}$, since the signal term is absent.
By construction, the derivative of the $r$-replicated pressure with respect to the external source fields $J$ are

$$
\begin{equation*}
\langle O(s)\rangle_{s}=\left.\frac{\partial \mathcal{A}_{J}^{r}(s)}{\partial J}\right|_{J=0}, \quad \partial_{s}\langle O(s)\rangle_{s}=\left.\frac{\partial\left(\partial_{s} \mathcal{A}_{J}^{r}\right)}{\partial J}\right|_{J=0} \tag{7.43}
\end{equation*}
$$

In order to evaluate the fluctuations of $O$, we need to evaluate first $\partial_{s} \mathcal{A}_{J}^{r}$. By standard computations, we get

$$
\begin{equation*}
\partial_{s} \mathcal{A}_{J}^{r}=\frac{1}{2} \sqrt{\lambda} \beta(1+t) \sum_{l, m=1}^{r}\left[\left\langle g_{l, m}\right\rangle_{s}-\left\langle g_{l, m+r}\right\rangle_{s}\right], \quad g_{l, m}=\theta_{l, m} \rho_{l, m} \tag{7.44}
\end{equation*}
$$

Then, using (7.43) and performing the same rescaling we did in the previous section, namely

$$
\begin{equation*}
(P, p) \rightarrow \frac{\beta^{2}}{a^{2}}(P, p) \tag{7.45}
\end{equation*}
$$

it can be proved the following
Proposition 7.2. Given $O$ as a smooth function of $r$ replica overlaps $\left(q_{1}, \ldots, q_{r}\right)$ and $\left(p_{1}, \ldots, p_{r}\right)$, the following streaming equation holds:

$$
\begin{align*}
d_{\tau}\langle O\rangle_{s} & =\frac{1}{2} \sum_{a, b}^{r}\left\langle O \cdot g_{a, b}\right\rangle_{s}-r \sum_{a=1}^{r}\left\langle O \cdot g_{a, r+1}\right\rangle_{s}  \tag{7.46}\\
& +\frac{r(r+1)}{2}\left\langle O \cdot g_{r+1, r+2}\right\rangle_{s}-\frac{r}{2}\left\langle O \cdot g_{r+1, r+1}\right\rangle_{s}
\end{align*}
$$

where $d_{\tau}$ is the derivative

$$
\begin{equation*}
d_{\tau}=\frac{1}{\beta(1+t) \sqrt{\alpha}} \frac{d}{d s} . \tag{7.47}
\end{equation*}
$$

To study the overlap fluctuations we must consider the following correlation functions (it is useful to introduce and link them to capital letters in order to simplify their visualization):

$$
\begin{array}{rlll}
\left\langle\theta_{12}^{2}\right\rangle_{s} & =A(s), & \left\langle\theta_{12} \theta_{13}\right\rangle_{s}=B(s), & \left\langle\theta_{12} \theta_{34}\right\rangle_{s}=C(s), \\
\left\langle\theta_{12} \rho_{12}\right\rangle_{s} & =D(s), & \left\langle\theta_{12} \rho_{13}\right\rangle_{s}=E(s), & \left\langle\theta_{12} \rho_{34}\right\rangle_{s}=F(s), \\
\left\langle\rho_{12}^{2}\right\rangle_{s} & =G(s), & \left\langle\rho_{12} \rho_{13}\right\rangle_{s}=H(s), & \left\langle\rho_{12} \rho_{34}\right\rangle_{s}=I(s), \\
\left\langle\theta_{11}^{2}\right\rangle_{s} & =J(s), & \left\langle\theta_{11} \rho_{11}\right\rangle_{s}=K(s), & \left\langle\rho_{11}^{2}\right\rangle_{s}=L(s),  \tag{7.48}\\
\left\langle\theta_{11} \theta_{12}\right\rangle_{s} & =M(s), & \left\langle\theta_{11} \rho_{12}\right\rangle_{s}=N(s), & \left\langle\rho_{11} \theta_{12}\right\rangle_{s}=O(s), \\
\left\langle\rho_{11} \rho_{12}\right\rangle_{s} & =P(s), & \left\langle\theta_{11} \rho_{22}\right\rangle_{s}=Q(s), & \left\langle\theta_{11} \theta_{22}\right\rangle_{s}=R(s) . \\
\left\langle\rho_{11} \rho_{22}\right\rangle_{s} & =S(s), & &
\end{array}
$$

Since we intend to approach the critical line for ergodicity breaking from above [26]), we can treat $\theta_{a, b}, \rho_{a, b}$ as Gaussian variables with zero mean (so that we can apply Wick-Isserlis theorem in the averages). Analogously, we can also treat both the $k_{i}$ and $z_{\mu}$ as zero mean random variables (i.e. all averages of uncoupled fields vanish). It can be easily shown that this procedure considerably simplifies the evaluation of the critical lineThus, we have only to deal with the quantities

$$
\begin{array}{rll}
\left\langle\theta_{12}^{2}\right\rangle_{s}=A(s), & \left\langle\theta_{12} \rho_{12}\right\rangle_{s}=D(s), & \left\langle\rho_{12}^{2}\right\rangle_{s}=G(s) \\
\left\langle\theta_{11}^{2}\right\rangle_{s}=J(s), & \left\langle\theta_{11} \rho_{11}\right\rangle_{s}=K(s), & \left\langle\rho_{11}^{2}\right\rangle_{s}=L(s)  \tag{7.49}\\
\left\langle\theta_{11} \rho_{22}\right\rangle_{s}=Q(s), & \left\langle\theta_{11} \theta_{22}\right\rangle_{s}=R(s), & \left\langle\rho_{11} \rho_{22}\right\rangle_{s}=S(s) .
\end{array}
$$

By using Eq. (7.46) to the above quantities, we get the differential equations

$$
\begin{align*}
d_{\tau} A & =2 A D  \tag{7.50}\\
d_{\tau} D & =D^{2}+A G  \tag{7.51}\\
d_{\tau} G & =2 G D . \tag{7.52}
\end{align*}
$$

Moreover, we can reduce the number of differential equations by suitably combining $A$ and $G$, since we can easily see that

$$
\begin{equation*}
d_{\tau} \log \frac{A}{G}=0 \Longrightarrow A(\tau)=r^{2} G(\tau), \quad r^{2}=\frac{A(0)}{G(0)} \tag{7.53}
\end{equation*}
$$

Then, the problem is reduced to the two coupled differential equations

$$
\begin{align*}
d_{\tau} D & =D^{2}+r^{2} G^{2}  \tag{7.54}\\
d_{\tau} G & =2 G D . \tag{7.55}
\end{align*}
$$

Finally, introducing the quantity $Y(\tau)=D(\tau)+r G(\tau)$, we end with

$$
\begin{equation*}
d_{\tau} Y=Y^{2} \tag{7.56}
\end{equation*}
$$

whose solution is trivially

$$
\begin{equation*}
Y(\tau)=\frac{Y_{0}}{1-\tau Y_{0}}, \quad Y_{0}=D(0)+\sqrt{A(0) G(0)} \tag{7.57}
\end{equation*}
$$

The remaining part of the problem is therefore to evaluate the correlations at $s=0$, namely the Cauchy conditions in Eq. (7.57). To do this, we introduce a one-body generating function for the momenta of $z, k$ obtained by setting $s=0$ and $r=1$ in Eq. (7.42), and including source fields ( $j_{i}, J_{\mu}$ ) which couples respectively to $\left(k_{i}, z_{\mu}\right)$. Again, since we are approaching the critical line from the ergodic region, we can consistently set $m, p, q=0$ in the coefficients (7.33). The result is the generating function

$$
\begin{align*}
F(j, J)=\log \sum_{\sigma} \int d \mu(z, \phi) \exp & {\left[\sum_{i} j_{i} k_{i}+\sum_{\mu} J_{\mu} z_{\mu}+\frac{a^{2} Q}{2} \sum_{\mu} z_{\mu}^{2}\right.}  \tag{7.58}\\
& \left.+\frac{1-\Delta}{2 b^{2}} \sum_{i} k_{i}^{2}\right] .
\end{align*}
$$

This quantity is very easy to handle with. Moreover, showing only the relevant terms in $j$ and $J$, we have

$$
\begin{equation*}
F(j, J)=\frac{b^{2} \Delta+1}{2 \Delta^{2}} \sum_{i} j_{i}^{2}+\frac{1}{2\left(1-a^{2} Q\right)} \sum_{\mu} J_{\mu}^{2}+O\left(j^{3}\right) \tag{7.59}
\end{equation*}
$$

Then, by simply using the definitions (7.49), we can evaluate all the observable at $s=0$ simply as derivatives of $F(j, J)$. Therefore, we arrive at the results

$$
\begin{align*}
& D(0)=\left.\sqrt{N P}\left(\partial_{j} F\right)^{2}\left(\partial_{J} F\right)^{2}\right|_{j, J=0}=0 \\
& A(0)=\left.\left(\partial_{j}^{2} F\right)^{2}\right|_{j, J=0}=\left[\frac{\beta(1+t)-t \Delta}{\beta(1+t) \Delta^{2}}\right]^{2}=Q^{2}  \tag{7.60}\\
& G(0)=\left.\left(\partial_{J}^{2} F\right)^{2}\right|_{j, J=0}=(1-\beta(1+t) Q)^{-2}
\end{align*}
$$

Putting these findings in (7.57), we get

$$
\begin{equation*}
Y(\tau)=\frac{Q}{1-\beta(1+t) Q-\tau Q} \tag{7.61}
\end{equation*}
$$

Finally, evaluating $Y(\tau)$ for $\tau=\beta(1+t) \sqrt{\lambda} s, s=1$, we have the result

$$
\begin{equation*}
Y(s=1)=\frac{Q}{1-\beta(1+t) Q(1+\sqrt{\lambda})}, \tag{7.62}
\end{equation*}
$$

where

$$
\begin{align*}
Q \Delta^{2} & =1-\frac{t \Delta}{\beta(1+t)} \\
\Delta & =1+\frac{\lambda t}{1-\beta(1+t) Q} \tag{7.63}
\end{align*}
$$

are the relevant self-consistency equations in the ergodic region. Since we are interested in determining the critical temperature for ergodicity breaking, which is characterized by the fact that fluctuations (in this case $Y$ ) grow arbitrarily large, we can find the conditions for which the denominator in Eq. (7.62) is zero. When doing this, we reach the result which is resumed in the following

Theorem 7.2. The ergodic region of the model defined by the cost function (7.6) is delimited (i.e. $\beta<\beta_{c}$ ) by the following critical surface in the $(\beta, \lambda, t)$ space of the model parameters:

$$
\begin{equation*}
\beta_{c}=\frac{1}{1+t}\left[\frac{\Delta^{2}}{1+\sqrt{\lambda}}+t \Delta\right] \quad \text { with } \quad \Delta=1+\sqrt{\lambda}(1+\sqrt{\lambda}) t \tag{7.64}
\end{equation*}
$$

Remark 7.14. At vanishing sleep extent $t=0$, where the model recovers the original Hopfield's scenario, the critical surface correctly collapses over the Amit-Gutfreund-Sompolinsky critical line $\beta_{c}=(1+\sqrt{\lambda})^{-1}$. In the opposite limit $t \rightarrow \infty$, the ergodic region collapses on the axis $T=0$. This have a profound implications, since both the ergodic region (together with the retrieval one, as we will see in a moment) - as sleeping time flows - phagocytes the spin-glass phase. ${ }^{1}$ This means that spurious states are entirely suppressed with a proper rest, allowing the network to achieve a perfect retrieval, as suggested in the pioneering study by Kanter and Sompolinsky [75].

[^33]
### 7.3 Analysis of the replica symmetric solution

Once derived the self-consistency equations (7.18) for the model (7.6) and analysed the critical behaviour of the system (by inspecting its ergodicity breaking character), we now turn on the complete solutions of the model, in order to finally depict the phase diagram as the sleeping time flows.

### 7.3.1 Zero-temperature (noise-less) critical capacity

A preliminary, but interesting, analysis to do is the determination of the critical capacity at $T=0$ as the sleeping time $t$ is tuned. This is central for checking the retrieval capacities of the model (7.6). To this aim, it is convenient to introduce the parameter $c \equiv \beta(Q-q)$, which satisfies the equation

$$
\begin{equation*}
c=\frac{\beta}{\Delta^{2}} \int_{-\infty}^{+\infty} d \mu(z) \cosh ^{-2}\left[\frac{\beta}{\Delta}(m+\sqrt{\lambda p} z)\right]-\frac{t}{(1+t) \Delta} . \tag{7.65}
\end{equation*}
$$

By using the self-consistency equations, it is easy to check that $c$ is finite and, consequently, $q \rightarrow Q$ as $T \rightarrow 0$. Since the hyperbolic tangent in (7.18a) tends to the error function, after some rearrangement, we can express the $T=0$ limit of self-consistency equations as

$$
\begin{aligned}
m & =\frac{1+t}{\Delta+t} \operatorname{erf}\left(\frac{m}{\sqrt{2 \lambda p}}\right), \\
p & =\frac{Q(1+t)^{2}}{[1-(1+t) c]^{2}}, \\
\Delta & =1+\frac{\lambda t}{1-(1+t) c}, \\
c & =\frac{1}{\Delta} \sqrt{\frac{2}{\pi \lambda p}} \exp \left(-\frac{m^{2}}{2 \lambda p}\right)-\frac{t}{\Delta(1+t)}, \\
Q \Delta^{2} & =1+\frac{\lambda p t^{2}}{(1+t)^{2}}-\frac{m^{2} t(t+2 \Delta)}{(1+t)^{2}}-\frac{2 \lambda t}{1+t} \sqrt{\frac{2}{\pi \lambda p}} \exp \left(-\frac{m^{2}}{2 \lambda p}\right) .
\end{aligned}
$$

In this limit, it is possible to eliminate the parameter $Q$ from the selfconsistency equations, therefore proving the following

Proposition 7.3. The $T=0$ limit of the self-consistency equations can be


Figure 7.2: Zero-temperature analysis of the critical capacity. Left panel: numerical solutions for $\mu$ of the self-consistency equations in the zero temperature limit (7.67) for several unlearning times: $t=1,3, \ldots, 29$. Right panel: temporal dependence of the critical capacity at zero temperature. The blue dots represent the storage capacity above which the only possible solution has $\mu=0$. The red curve is the fit given by $y=x /(x+a)$, with $a=2.84 \pm 0.01$ obtained by first normalizing data in [0,1], namely $\lambda_{c} \rightarrow$ $\left[\lambda_{c}-\min \left(\lambda_{c}\right)\right] /\left[\max \left(\lambda_{c}\right)-\min \left(\lambda_{c}\right)\right]$.
resumed as

$$
\begin{align*}
\mu & =\frac{\Pi}{\sqrt{2}} \frac{1+t}{\Delta+t} \operatorname{erf}\left(\frac{\mu}{\sqrt{\lambda}}\right)  \tag{7.67a}\\
\Delta & =1+\frac{\lambda t}{1-(1+t) c}  \tag{7.67b}\\
c & =\frac{\Pi}{\Delta} \sqrt{\frac{2}{\pi \lambda}} \exp \left(-\frac{\mu^{2}}{\lambda}\right)-\frac{t}{\Delta(t+1)}  \tag{7.67c}\\
\Delta^{2}[1-(1+t) c]^{2} & =\Pi^{2}(1+t)^{2}+\lambda t^{2}-2 \mu^{2} t(t+2 \Delta)  \tag{7.67d}\\
& -2 \lambda t(1+t) \Pi \sqrt{\frac{2}{\pi \lambda}} \exp \left(-\frac{\mu^{2}}{\lambda}\right), \tag{7.67e}
\end{align*}
$$

where $\mu=m(2 p)^{-1 / 2}, \Pi=p^{-1 / 2}$.
Despite their intricate character, these self-consistency equations can be easily solved numerically. What we are interested in is the function $\lambda_{c}(t)$ above which the only possible solutions have $\mu=0$ (which means $m=0$, meaning that the system is no longer working in the retrieval mode). In the left plot of Fig. 7.2, we report such solutions for various sleep extent $t$. The end points of each curve separate the $\lambda$ axis in the regions with respectively $\mu \neq 0$ and $\mu=0$, therefore identifying the critical capacity for each fixed $t$
value. Then, in the right plot of Fig. 7.2, we report the critical capacity $\lambda_{c}$ as a function of the sleep extent $t$.

To conclude this Section, we notice that the $t \rightarrow 0$ limit precisely recovers Hopfield model critical capacity $\lambda_{c}(t=0) \sim 0.138$. In the opposite limit $t \rightarrow \infty$, we reach the upper bound $\lambda_{c} \sim 1.07$ (in agreement with [47]). Interestingly, the critical capacity displays a log-sigmoidal growth in $t$, suggesting that the time scale for unlearning $t$ is intrinsically logarithmic. Also for relatively small values of $t$ we can reach a critical threshold $\lambda_{c}$ close to 1 (for instance, $\lambda_{c}(t=1) \approx 0.4$ and $\lambda_{c}(t=5) \approx 0.8$ ). Further increasing $t$, the improvement turns out to be slower, meaning that we should wait more time to get appreciable results.

### 7.3.2 Replica symmetric phase diagram

Once we checked that the critical capacity (at $T=0$ ) grows as the sleeping time flows (therefore proving that dreaming effectively improves the retrieval performances of Hopfield model) we are finally interested in solve the selfconsistency equations of model (7.6) in order to depict the phase diagram in the parameter space $(\beta, \lambda, t)$. In particular, we are also interested in the asymptotic limit $t \rightarrow \infty$, where the model effectively should approach (by previous consideration) a stable behaviour. An example of solution for the order parameters and the free energy as functions of the thermal noise $T=\beta^{-1}$ at various storage capacity $\lambda(=0,0.05,0.2,0.5)$ and for large $t$ ( $=1000$, which is far from the fast increase in the storage capacity, meaning that all of the sleeping effects are indeed present) is depicted in Fig. 7.3.

We solved the self-consistency equations (7.18) for various values of the sleeping time $t$, then we performed the following separate analysis.

- Spin glass versus mixed retrieval regions. In this part of the analysis, we look for the transition between the retrieval phase and the spin glass region, in order to determine the critical curve $T_{c}(\lambda)$ beyond which the solution has $m=0$. The situation we find is formally similar to the original Hopfield model: in the low storage regime, the replica symmetric free energy is continuous everywhere and differentiable almost everywhere (except for the critical point $T_{c}=1$, where a second-order phase transition takes place). For higher values of the capacity $\lambda>0$, the phase transition is of the first kind taking place at the critical temperature $T_{c}(\lambda)$. The upper left plot in Fig. 7.3 shows an example of this Mattis overlap behaviour. Then, collecting the points $(\lambda, T)$ for various values of $t$ where this phase transition takes place, we are able


Figure 7.3: Retrieval state solution for the order parameters and free energy at $t=1000$. First row: on the left, the plot shows the Mattis magnetization $m$ as a function of the temperature for various storage capacity values $(\lambda=0,0.05,0.2$ and 0.5 , going from the right to the left). The vertical dotted lines indicates the jump discontinuity identifying the critical temperature $T_{c}(\alpha)$ separating the retrieval region from the spin-glass phase. On the right, the plot shows the solutions of the non-diagonal overlap $q$ (normalized to the zero-temperature value $q_{0}=q(T=0)$ ), for the same capacity values. The solution is computed for pure states (i.e. $T<T_{c}(\alpha)$ ). Second row: on the left, the plot shows the solution for the diagonal overlap $-Q$ in the retrieval region for $\lambda=0,0.05,0.2$ and 0.5 . Finally, on the right the plot shows the free energy as a function of the temperature for various storage capacity values $(\lambda=0.05,0.2$ and 0.5 , going from the bottom to the top) for both the retrieval (blue solid lines) and spin-glass (i.e. $m=0$, black dashed lines) states.
to determine how retrieval region evolves in function of the sleep extent $t$. Such results have been collected in Figure 7.4 for $t=0$ (the Hopfield scenario, denoted by the black dashed curve) $0.1,1,1000$ (blue lines, respectively from the left to the right). In agreement with our previous results for $T=0$, it clearly emerges that the critical storage capacity


Figure 7.4: Critical line for the transition between retrieval and spinglass phases for various values of the unlearning time. From the left to the right: $t=0$ (Hopfield, black dashed line), $0.1,1$ and 1000. The inner plot on the top-right corner shows the tail of the critical curve for $t=1000$.
$\lambda$ effectively increases with the sleeping session, with the zero-capacity critical temperature $T_{c}(\lambda=0)$ being stable to $1 .{ }^{1}$ Thus, the whole retrieval region gets enlarged as the sleeping time $t$ flows.

- Mixed versus pure retrieval regions. In this region, the pure states are global minima for the free energy. In order to identify the associated boundary, we solve the self-consistency equations (with fixed $\lambda$ and $T)$ for both retrieval $(m \neq 0)$ and spin-glass $(m=0)$ solutions and compare the their free-energies. The lower right plot in Fig. 7.3 shows the behaviour of free energy at $t=1000$ for both these solutions for various storage capacity $\lambda=0.05,0.2,0.5$. Here, the solid blue lines correspond to retrieval solutions, while the black dashed ones are the spin glass solution counterparts. The intersection point between the corresponding curves identifies the critical temperature $T_{R}(\alpha)$ below which the pure states (globally) minimize the free-energy. The resulting boundary (together with the retrieval breaking critical line for $t=$ 1000) is depicted in Fig. Thus, also the pure retrieval regions gets considerably enlarged while the network is sleeping. 7.5.

Once that the retrieval region (and the retrieval breaking transition line) is completely determined by solving the self-consistency equations, we can
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Figure 7.5: Phase diagram in the large unlearning time limit $(t=$ 1000). The two curves trace the boundary of the maximal retrieval regions where patterns are global free energy minima (inner boundary) or local free energy minima (outer boundary). The inner plot on the top-right corner shows the tails of both the critical curves. We stress that, as already pointed out in [46], the extension of the retrieval region in the low-temperature regime up to $\lambda_{c} \sim 1.07$ is just a chimera of the replica symmetric approximation, while in the true RSB phase $\lambda_{c} \rightarrow 1$, according to Gardner's theory [52].
join all of our results (i.e. with ergodicity breaking critical line) and specify how the phase diagram evolves as the sleep extent $t$ flows. The results are depicted in Fig. (7.6). The phase diagram is depicted for different choices of $t$ : from left to right, $t=0,0.1,1,1000$. The remarkable aspect of the model is that, as $t$ grows, the retrieval region (blue) and the ergodic region (yellow) get wider and wider, at the cost of the spin-glass region (red). For sufficiently long sleep extent, the latter progressively shrinks and collapse as $t \rightarrow \infty$. We also stress that the ergodicity breaking critical line changes its concavity.

### 7.4 Numerical results

We would like to conclude this Chapter with a numerical analysis concerning some aspects of the model (7.6). In particular, we will check that our replica symmetric ansatz is reasonable, by comparing the theoretical predictions with Monte Carlo (MC) simulations (where no assumptions are made). Then, we want to analyze the field distributions $h_{i}$ and the robustness of the attraction basins of the pure minima.


Figure 7.6: Phase diagram evolution with the sleeping time. The phase diagram of the model (7.6) is depicted for different values of $t$ (from left to right, $t=0,0.1,1,1000$ ). As the sleeping extent grows, the retrieval region (blue) and the ergodic region (yellow) get wider invading the spin-glass region (red), which progressively shrinks up to collapse as $t \rightarrow \infty$.

### 7.4.1 Checking the Replica Symmetric assumption

In order to check the goodness of the replica symmetric solution of our model, we performed extensive Monte Carlo simulations mimicking the evolution of a finite-size network made of $N$ neurons and $P$ patterns. More precisely, for a given realization of the patterns $\xi_{i}^{\mu}, T=\beta^{-1}$ and sleeping time $t$, we prepared the system near a randomly extracted pure state and let it evolve with sequential Glauber dynamics. Once the equilibrium state is reached, ${ }^{1}$ we measure the thermal average of the Mattis overlap $m_{1}$. We performed these simulations for $M$ realizations of the patterns for each different choice of the ( $N, P, \beta, t$ ) parameters. A sample of results is shown in Fig. 7.7. We notice that, as $t$ increases, the Mattis magnetization $m_{1}$ corresponding to the retrieved pattern vanishes at large values of $T$ and $\lambda$. Remarkably, these results are also quantitatively consistent with those presented in Fig. 7.4. This check strongly corroborates the analytical findings. Further, in Fig. 7.8, we also report a finite size scaling of the MC for some values of $t$ and $\lambda$ and compare them to the theoretical predictions. Finite-size effects tend to overestimate the magnetization at temperatures just above the critical one. However, they are strongly downsized as the sleeping time flows.

### 7.4.2 Fields distributions in retrieved states

The next step, as standard in numerical approach to neural networks model, is to study the probability distribution of the internal fields in re-
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Figure 7.7: Results from Monte Carlo simulations. These panels report the results from Monte Carlo simulations for different choices of the parameters $(P, \beta, t)$ and fixing $N=5000$ and $M=10$. From the left to the right, $\lambda=0.0,0.08,0.32$. Also, we considered $t=0,0.1,1,10,100$, which are depicted in different colors.


Figure 7.8: Finite size scaling. Average values for the Mattis magnetization $m$ corresponding to the retrieved pattern $\xi^{1}$ obtained from numerical simulations with $\lambda=0.08$ and $M=10$. We consider different sizes ( $N=500,1000,5000$ ), and compare them to the theoretical solution of Eq. (7.18) in the thermodynamic limit (black curves). Each panel correspond to a different choice of $t(t=0,1,1000)$.
trieval states. To do this, we again perform extensive MC simulations at fixed network size $N$ and for various sleep extents $t(=0,1,2)$. Since we want to examine the effects of reinforcement and remotion in the retrieval regime, we have to work with a storage capacity for which retrieval is certainly feasible (namely where pure states dominate the free energy landscape) for each $t$. Our choice of the parameters is $N=1000$ and $P=50$, with a ratio $P / N$ well below the theoretical (Hopfield) critical threshold. We start the simulations from random initial configurations and simple check that the dynamics ends in a retrieval state. The dynamics is performed with standard Glauber dynamics

$$
\begin{equation*}
\sigma_{i}(\tau+1)=\operatorname{sign}\left[h_{i}(\tau)\right] \tag{7.68}
\end{equation*}
$$



Figure 7.9: Internal fields probability densities for various unlearning time. On the left, the plot shows the numerical results (histograms) of the Monte Carlo simulations for the internal fields configuration and the comparison with best-fitting Gaussian distributions (smooth curves). The values of the unlearning time here considered are $t=0$ (standard Hopfield case, in light blue), $t=1$ (dark blue) and $t=2$ (light gray). The statistics used in numerical simulations consists in 20 different stochastic evolutions (with different random initial conditions) and 20 different realizations of the stored patterns. On the right, the plot shows the standard deviation of the (best-fitting) Gaussian distribution of the internal fields configuration as a function of the unlearning time obtained by the previously described MC simulations. The results are again average on 20 different stochastic evolutions (with different random initial conditions) and 20 different realizations of the stored patterns for each unlearning time choice. The fit returns a power-law scaling as $\sigma(t) \sim 0.224 \cdot t^{-0.998}$.
where now the internal fields are computed as

$$
\begin{equation*}
h_{i}=\frac{1}{N} \sum_{j=1}^{N} \sum_{\mu \nu} \xi_{i}^{\mu} \xi_{j}^{\nu}(1+t)(1+t C)_{\mu \nu}^{-1} \sigma_{j} . \tag{7.69}
\end{equation*}
$$

From the internal field configurations, we estimated numerically the probability density function $\mathcal{P}(h)$ (represented by histograms in the left plot of Fig. 7.9) and compared it to a standard Gaussian distribution. Remarkably, the fields distribution $\mathcal{P}(h)$ become more narrow as the sleeping time flows. Indeed, the standard deviation $\sigma_{\mathcal{P}(h)}$ scales as a power law in $t$, i.e. $\sigma_{\mathcal{P}(h)} \sim 1 / t$, resulting from the fit in the right plot of Fig. 7.9 (the red curve). Thus, sleeping regularizes the internal field distributions, as can be seen by inspecting the plots in Fig. 7.9.


Figure 7.10: Analysis of attraction basins. The plots shows the retrieval frequency as a function of the spin-flip probability for $t=0,0.1,1$ and 1000 (from the left to the right). These results are obtained with 200 different stochastic evolutions for each of the 200 pattern realizations.

### 7.4.3 Retrieval frequency for noisy inputs

Finally, it is also instructive to investigate the evolution of attraction basins of pure attractors. To do this, we proceed in a way similar to what we did for the relativistic Hopfield model. The first difference is that, here, we prepare the network in one of the pure states (say $\xi^{1}$ ), then introduce some noise $p$ (meaning that each spin is flipped with probability $p$ ) and consider this configuration as initial condition for the network dynamics. The second difference is that the MC simulations are performed at zero thermal noise $T=0$. Thus, we let the system evolve toward the equilibrium and measure the retrieval frequency $f$ (i.e. the fractions of MC evolutions ending in a pure state) as a function of the noise $p$ in the input. Also in this case, the network parameters are fixed to $N=1000$ and $P=50$. The results are plotted in Fig. 7.10. It clearly emerges that, as time $t$ flows, dreaming has the effect of enlarging the attraction basins of pure memories. This is in agreement with the observation that - increasing the sleep extent - the retrieval region becomes larger (w.r.t. the Hopfield reference).

## Conclusions

In this Section, we summarize the journey taken along this thesis. Recalling that our aim is to offer an extensive survey of the statistical mechanical approach to neural networks and machine learning, we first introduced a set of tools, namely the variational extremization procedures based on the Thermodynamical Principles (even in their statistical inference interpretation) and those related the Mechanical Principles (thanks to the mechanical analogy). Next, we used these tools to address the two limiting physical scenarios of interest for Artificial Intelligence: the mean-field ferromagnet (i.e. the Curie-Weiss model, CW) and the mean field spin glass (i.e. the SherringtonKirkpatrick model, SK). Then, we introduced the Hopfield model, that is a classical model used to mimic associative memory, and we showed that it recovers the CW and the SK models in the limit of, respectively, just one and too many stored patterns. ${ }^{1}$ One step forward, the Hopfield model is studied in details: we discussed its original version with Boolean patterns, its realvalued extension (whose pattern entries are sampled from i.i.d. Gaussians) in which no retrieval region is present, and an hybrid version, accounting the storage of mixed information (namely whose pattern entries can be both analog or digital), the latter sharing the same phase diagram of the standard Hopfield model. This observation is crucial, especially under the analogy between the archetype for statistical learning - namely, the Restricted Boltzmann Machine - and the Hopfield model; in fact, as we showed, the two models share the same Gibbs probability distribution, thus suggesting a unified picture where learnt features from training in Boltzmann learning become retrievable patterns in Hopfield network. Such an analogy, however, requires that the bulk of patterns have to be real-valued such that stochastic gradient descent (and its variation) can be applied during the training of the network (thus ultimately motivating the interest for the hybrid neural network). It is important to remark that, in such an equivalence between Hopfield networks and Boltzmann machines, it emerges that the capacity

[^36]for the former (i.e. $\lambda=\lim _{N \rightarrow \infty} P / N$ ) mirrors the ratio between the sizes of the hidden layer (i.e. $P$ ) over the visible layer (i.e. $N$ ), thus we have found a direct connection between the transition from retrieval to spin glass region in machine retrieval and the transition from a good statistical inference toward an overfitting regime in machine learning. This clearly implies that networks with the possible largest critical capacity are also those less prone to overfitting, and this motivates our next investigations to improve the Hopfield's critical capacity (that, we recall, is $\lambda_{c} \sim 0.14$, quite far from the maximal capacity for symmetric networks, i.e. $\lambda_{c}=1$, as achieved by our extension). The main reason for a small critical capacity in the Hopfield paradigm is that the underlying Hebbian learning yields to a proliferation of spurious mixtures (that occupy huge volumes in the free energy landscape that, if removed, would allow free room for further pure pattern storage). Therefore, we started to exploit unlearning techniques, trying to get rid off these spurious states. Remarkably, for a thesis in Theoretical Physics, it is mandatory to note that we have been entirely driven by the mechanical analogy toward the first working generalization of the Hopfield network, namely its relativistic expression (but we will discuss later on the methodologies).

The mechanical analogy acted as a first guide, but - for technical reasons - it was not mature enough to tackle the high-storage regime of associative neural networks, hence we generalized the model offering a totally novel perspective: we proposed a daily routine for associative neural networks where the network Hebbian-learns during the awake state (thus behaving as a standard Hopfield model), then, during its sleep state, optimizing information storage, it consolidates pure patterns and removes spurious ones. This procedure forces the synaptic matrix to collapse to the projector one (ultimately approaching the Kanter-Sompolinksy model). This procedure keeps the learning Hebbian-like but, by taking advantage of a (properly stylized) sleep phase, still reaches the maximal critical capacity (for symmetric interactions).

Finally, as a last point of investigation, we find that, as long as the network is awake, ergodicity is bounded by the Amit-Gutfreund-Sompolinsky critical line (as it should), but sleeping destroys spin-glass states by extending both the retrieval and the ergodic region: after an entire sleeping session the solely surviving regions are retrieval and ergodic ones. Clearly, this allows the network to achieve the perfect retrieval regime (where the number of storable patterns exactly equals the number of neurons the network is built of). Summarizing all these findings, it is our opinion that we should enlarge the initial definition of cognition that we gave, splitting it between learning and retrieval, in order to account - as a true cognitive phase - also
sleeping. Indeed, the latter, as we modeled it in the last Chapter, suggest a new bridge between a perfectly working machine retrieval model and a new tripartite Restricted Boltzmann Machine (see Fig. 7.11), whose inferential features constitute a very appealing open problem which we intend to address in our future works.


Figure 7.11: Stylized representation of the generalized Hopfield network (left) and its dual generalized (restricted) Boltzmann machine (right), namely the three-partite spin-glass under study: in machine learning jargon these parties are called layers and, here, they are respectively the visible, hidden and spectral layers. Note further that, as it should, when the network has not slept yet, the above duality reduces to the standard picture of Hopfield networks and restricted Boltzmann machines, see Chapter 5 and [3, 21, 41].

Moving on the techniques, we paid particular care when trying to present the exposition with some mathematical rigour. As the concepts behind the various models considered and the techniques used for their investigation are several and some of them somehow tricky, we tried to preserve the same narrative scheme whenever possible. All the models are at first introduced (i.e. they are all defined via their cost function, or Hamiltonian) and equipped with their related statistical mechanical package of definitions and tools (among whose, of primary importance the free energy - or pressure whose analysis allows to paint the phase diagram of these models). Then, when possible, we systematically proved the existence of the infinite volume limit for this crucial function, ${ }^{1}$ then we moved to search for its explicit

[^37]expression in terms of the natural order parameters related to the models always with the same approaches: at first an heuristic one (typically the replica trick), then with the one-parameter Guerra's interpolation technique and also with two-parameters Guerra's interpolation technique, namely with the mechanical analogy (by which we use the Hamilton-Jacobi scheme to solve for the free energy of these models, the latter playing as a mechanical action). Such an analogy has been the mathematical guide to overcome the actual state of the art regarding optimization storage in AI and, at the same time, it tacitly suggested a powerful physical extension of the standard paradigm, that turned out to be extremely fruitful.

Clearly the journey in the AI world is far from being over (nor it has been exhaustive in the thesis obviously): for instance, there is still a long way toward the comprehension of the learning skills of these dreaming neural networks (a missing point that is entirely to be investigated). We hope we will have the possibility to keep on working in the Academia in order to address this point and that Theoretical Physics will keep on leading the rigorous foundations of AI.
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[^0]:    ${ }^{1}$ In a nutshell, neurons, which are excitable and rather noisy elements, can produce electrical pulses (spikes) which are used to communicate among themselves [11]. This mutual interconnection of the neurons leads to a brain network structure with a highly non-trivial topology which can vary consistently depending on the regions (e.g. those in the cortical modules are rather uniform and we will use them as candidate to be modeled) and their associated cerebral functionalities. For instance, regions devoted to data preprocessing are quite regular, while those associated to cognitive functions are indeed almost amorphous.

[^1]:    ${ }^{1}$ For example, the magnetic Ising model has been resolved in dimensions 1 and 2 but we're still waiting for a solution for the 3-dimensional case.

[^2]:    ${ }^{1}$ For the scope of this introduction, we shall not go into details. For a comprehensive description of the Hopfield network, see chapter 4.
    ${ }^{2} \mathrm{~A}$ thorough analysis of this property is given in section 4.2

[^3]:    ${ }^{1}$ By Gardner's Theory [53,52] we know that super-linear growth as, e.g. $P \propto N^{x}$ with $x>1$ are impossible with just pairwise interactions -as in the Hopfield scenario- thus there is no need to investigate such a regime.

[^4]:    ${ }^{1}$ We stress that, given the equivalence between restricted Boltzmann machines and Hopfield neural networks [21], also learning via e.g. contrastive divergence [113] ultimately falls in the Hebbian category $[9,8]$.
    ${ }^{2}$ This means that the number of spurious states roughly grows exponentially in the number of stored patterns, that is, in the high storage regime, in the number of neurons.
    ${ }^{3}$ Actually the network seems to perform even better, returning its maximal capacity to be $\lambda_{c} \sim 1.07>1$ : this is obviously not possible and, as explained by Dotsenko and Tirozzi [47, 46], it is a chimera of the replica-symmetric regime at which the theory is developed.

[^5]:    ${ }^{1}$ Of course we are tacitely assuming the reader to be by far familiar with these fields of Science as, obviously, nor there is hope to be exhaustive on such broad themes in just a few pages, neither this is the scope of the present manuscript.

[^6]:    ${ }^{1}$ The assumption of linearity in the forces is a natural definition of a "reductionistic description" as, thanks to linearity, a sum of two forces translates in the linear sum of the consequences they imply: it is trivial to visualize this by taking for example a vertical spring in a gravitational field and adding to its lower extremum one or two masses and than checking the relative equilibrium elongation of the spring itself.

[^7]:    ${ }^{1}$ We would like to stress also that another reason to introduce the mean-field approximation of the Ising model is that, in one dimension, the latter is unable to explain phase transitions in ferromagnetic materials, since the free energy is an analytic function of the order parameters of the theory for $T \neq 0$. This is due to the fact that spin-spin correlations vanish very fast (i.e. exponentially) for $T>0$, so they are not sufficient to provide an ordered phase of the system.

[^8]:    ${ }^{1}$ Moreover, the model can also be interpreted as a neural network in which now neurons replace what were originally called spins, and the values that they acquire are now indicating whether the cell is spiking $(+1)$ or quiescent ( -1 ) [11].

[^9]:    ${ }^{1}$ The presence of the parameter $\psi$-rather than $\psi_{i^{-}}$is due to the fact that we are working in a mean field approximation, meaning that each spin is equally influenced by a uniform presence of the others.

[^10]:    ${ }^{1}$ Notice that frustration disappears when considering the system on graphs without loops, for example a tree.

[^11]:    ${ }^{1}$ For a $\mathcal{N}(0,1)$ variable $X$, we recall that the integration by parts formula is $\mathbb{E}_{X} X f(X)=\mathbb{E}_{X} \partial_{X} f(X)$.

[^12]:    ${ }^{1}$ Notice that, throughout the rest of the thesis, we will use simply $\lambda$ also if we are working at finite size $N$.

[^13]:    ${ }^{1}$ What follows is strictly true only in the thermodynamic limit, replica symmetric regime and uncorrelated patterns.

[^14]:    ${ }^{1}$ Here, we set the thresholds for firing $h_{i}=0$ since we want to deal only with spontaneous magnetization properties.

[^15]:    ${ }^{1}$ Here, the notation $T$ stands for the "transfer" map, which is endowed with semi-group properties: $T_{0}=\mathbb{I}$ and $T_{t} \cdot T_{s}=T_{t+s}$, where in the case under consideration $t \in \mathbb{Z}_{+}$.

[^16]:    ${ }^{1}$ Again, we stress that it is valid for a huge number of neurons in the network.

[^17]:    ${ }^{1}$ This fact holds since each bit of different patterns at the same site $i$ and of the same pattern $\mu$ at different sites are uncorrelated.

[^18]:    ${ }^{1}$ Note that we added some extra $N$ factor in order to ensure that all terms have the same order. Indeed, in the case of a constant probability distribution, i.e. $\mathcal{P}(\boldsymbol{\sigma})=$ $\prod_{i} \mathcal{P}\left(\sigma_{i}\right)=2^{-N}$, therefore the logarithm in the Shannon entropy would give a factor $N$ in the first term.

[^19]:    ${ }^{1}$ This is strictly true in the thermodynamic limit, in which the frequencies of pattern extractions equal the probabilities.

[^20]:    ${ }^{1}$ Note that, to be precise, since we have $P-1$ integration variables $z$, the prefactor of the last term should be $P-1$. However, since we want to deal with the high storage limit, the difference between $P$ and $P-1$ is negligible in the thermodynamic limit.

[^21]:    ${ }^{1}$ In general, one can choose to set the diagonal entries of the $\boldsymbol{P}$ equal to a fixed value $p_{D}$. However, it is possible to show that, under the RS assumption, when extremizing the free energy such an order parameter is not dynamical (meaning that its self-consistency equation is trivial), so one can consistently set it to 0 .

[^22]:    ${ }^{1}$ In this equality, we used the identity $\sum_{i, j} x_{i} x_{j}=\sum_{i} x_{i}^{2}+2 \sum_{i<j} x_{i} x_{j}$ and included the self-interaction on the Boolean part with an error vanishing in the thermodynamic limit.

[^23]:    ${ }^{1}$ For a statistical mechanics approach to binary perceptrons, see e.g. [70].
    ${ }^{2}$ With linear separability, we mean that inputs corresponding to different teacher function values can be separated by an (hyper-)plane in the configuration space.

[^24]:    ${ }^{1}$ We added an extra factor $\beta^{-1}$ for convenience. Of course, this does not affect the minimization problem.

[^25]:    ${ }^{1}$ Further, there is a remarkable Theorem of Information Theory due to Elisabeth Gardner stating that, for networks with real and symmetric interactions, the maximal critical capacity is $\lambda_{c}=1$, quite larger than the Hopfield value $\lambda_{c} \sim 0.14$.[53].
    ${ }^{2}$ The difference between these two Chapters, in a nutshell, is that in the present one we will present the extended theory we developed in the low-storage regime - and we related this to unlearning in neural networks - while in the final one we will tackle the whole high storage regime - and we will related that analysis to sleeping in neural networks.

[^26]:    ${ }^{1}$ With the term orthogonal we mean that $\lim _{N \rightarrow \infty} N^{-1} \xi^{\mu} \xi^{\nu}=$ $\lim _{N \rightarrow \infty} N^{-1} \sum_{i}^{N} \xi_{i}^{\mu} \xi_{i}^{\nu}=\delta_{\mu \nu}$. However, at finite $N$, this is a $N$-long sum of terms whose probability of being $\pm 1$ is one half: it is a random walk with zero mean and variance $N$, hence spurious correlations are expected to vanish $\propto 1 / \sqrt{N}$.

[^27]:    ${ }^{1}$ Note that, according to equation (6.8), the classical momentum is $\omega_{t, \boldsymbol{x}}\left(m_{\mu}\right)$.

[^28]:    ${ }^{1}$ Almost surely because when ergodicity breaks down a gradient's catastrophe prevents regularity even in the infinite volume limit [20].

[^29]:    ${ }^{1}$ In this way, we can use Wick theorem $\mathbb{E}(z f(z))=\mathbb{E}\left(z^{2}\right) \mathbb{E}\left(\partial_{z} f(z)\right)$, with $z$ Gaussian random variable.

[^30]:    ${ }^{1}$ While quite marginal in AI, we stress that such a learning rule is non-local, since the coupling between neurons $i$ and $j$ now depends on pattern entries related to all the neurons in the system (and this is a criticality from the biological point of view). A local algorithm which is known to converge towards the projector matrix is the called Adeline learning rule (see [76, 135] for an overview.)
    ${ }^{2}$ Actually, the critical threshold found by [47] is approximately 1.07 . This is not to be meant as a violation of Garner's bound: the overflow is due to the underlying replicasymmetry approximation.

[^31]:    ${ }^{1} \mathrm{~A}$ note on the notation: the denominator $1 /(\mathbb{I}+t C)$ is intended as the inverse matrix $(\mathbb{I}+t C)^{-1}$.

[^32]:    ${ }^{1}$ As extensively discussed in [23, 22], by varying the nature of the neurons as well as of the pattern entries, for instance ranging from Boolean (Ising) to standard Gaussians, the retrieval performances of the network vary sensibly and, in some limits, are entirely lost: in this sense neural networks do not share universality with standard spin-glasses.
    ${ }^{2}$ This request is of course consistent with the replica-symmetric ansatz when approaching the problem via the replica trick [37,50].

[^33]:    ${ }^{1}$ We stress that the ergodic line does not affect the retrieval region, they simply fade one into the other. This is due to the fact the critical surface is calculated assuming an ergodic regime (hence, it does not takes into account the signal) and, more importantly, the retrieval region is delimited by a first order phase transition. Therefore, the retrieval breaking critical line (which is of first order) is not detected by a second order inspection as that needed for criticality.

[^34]:    ${ }^{1}$ Actually, as we already remarked the asymptotic value of the critical capacity is $\lambda_{c} \sim 1.07$, in agreement with [47]. This is due to the replica symmetry assumption.

[^35]:    ${ }^{1}$ This can be checked by evaluating the stability of observables and the width of their fluctuations

[^36]:    ${ }^{1}$ Note that these extrema, in machine learning, mirror in turn the two extrema of under-fitting and over-fitting regimes.

[^37]:    ${ }^{1}$ Unfortunately, this has been possible for several but not all the models discussed

[^38]:    in the thesis. The high storage regime of associative neural network still escapes such a strong control.

